
 

Electronic Compressibility of Magic-Angle Graphene Superlattices
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We report the first electronic compressibility measurements of magic-angle twisted bilayer graphene.
The evolution of the compressibility with carrier density offers insights into the interaction-driven ground
state that have not been accessible in prior transport and tunneling studies. From capacitance
measurements, we determine the chemical potential as a function of carrier density and find the widths
of the energy gaps at fractional filling of the moiré lattice. In the electron-doped regime, we observe
unexpectedly large gaps at quarter- and half-filling and strong electron-hole asymmetry. Moreover, we
measure a ∼35 meV minibandwidth that is much wider than most theoretical estimates. Finally, we explore
the field dependence up to the quantum Hall regime and observe significant differences from transport
measurements.
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In most metals, interactions between electrons are
sufficiently weak compared with electronic kinetic energy
that they can be considered as a perturbation when
calculating band structure. Because the kinetic energy of
an electronic system is proportional to the bandwidth of
its low energy bands, one route to finding materials with
effectively strong electron-electron interactions is to study
systems with flat energy dispersions. Stacking and rotating
two monolayers of graphene by a controllable angle
between the two layers can tune the resulting low-energy
band structure through a large range of energy dispersion
[1–3]. At certain small twist angles known asmagic angles,
the interlayer hybridization energy concentrates the low-
energy density of states within about 10 meV according to
calculations [1,3], providing a highly tunable test bed for
strongly correlated physics.
Early scanning tunneling spectroscopy (STS) measure-

ments on twisted bilayer graphene revealed van Hove
singularities in the low-energy moiré bands for low twist
angle samples [4]. More recent experiments show anoma-
lous insulating behavior in magic-angle twisted bilayer
graphene (MATBG) around n ¼ �ns=2, where ns is the
electron density at which the low-energy superlattice bands
are completely filled (four electrons per moiré cell). The
insulating behavior has features similar to those expected
for a Mott insulator arising from on-site Coulomb repulsion
[5], though there are currently many theoretical proposals
for various strongly correlated phases [6–19]. Strikingly,
superconductivity was also observed around n ¼ −ns=2
(two holes per supercell) with density-dependent critical
temperatures up to 1.7 K [20].
In order to probe the thermodynamic ground state of

MATBG, we use a low-temperature capacitance bridge to
access the electronic compressibility of the two devices

originally characterized with transport in Ref. [20].
By measuring the compressibility as a function of carrier
density, we study the thermodynamic evolution of the
interaction-driven phases at fractional filling, offering new
insights into the nature of the MATBG ground state that
complement previous transport [5,20–24] and tunneling
efforts [25,26]. Additionally, we can extract the thermo-
dynamic bandwidth of the low energy bands, enabling us to
evaluate their relative flatness and compare to electronic
structure calculations. Figure 1 shows the device geometry
and measurement schematic. MATBG samples were
fabricated using a “tear-and-stack” technique [27,28].
The MATBG is encapsulated between two layers of
hexagonal boron nitride (hBN) and placed on top of a
local, metal back gate. The structures were etched into a
Hall geometry for initial transport measurements in
Ref. [20]. However, in our capacitance measurements,
we electrically short all contacts together to reduce the
RC charging time of the devices [29].
We apply an ac excitation to the MATBG contacts and a

balancing ac excitation of variable phase and amplitude to
a ∼45 fF reference capacitor connected to the back gate in

FIG. 1. Schematic of the MATBG device and capacitance
bridge measurement scheme.
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a bridge configuration as shown in Fig. 1. We measure
small changes in the sample impedance by monitoring
off-balance voltage accumulation at the balance point,
and we model the total capacitance CT of the MATBG
structure after subtraction of a constant background (see
Supplemental Material for details [29]) as consisting of two
contributions: C−1

T ¼ C−1
geo þ C−1

q . Cgeo is the geometric
capacitance arising from the parallel plate geometry of
the MATBG and local back gate while Cq ¼ Ae2∂n=∂μ is
the quantum capacitance [33] which is directly proportional
to the thermodynamic compressibility ∂n=∂μ (A is the
lateral device area and e is the elementary charge). By
measuring modulation of the capacitance as a function of
gate voltage and magnetic field, we detect the presence of
gaps in the thermodynamic density of states. Importantly,
we restrict our measurements to sufficiently low frequen-
cies to ensure that modulation of the measured signal arises
entirely from changes of the electronic compressibility and
does not result from charging-rate effects [34]. At high
magnetic field, where the in-plane resistance becomes
appreciable, we restrict ourselves to a qualitative discussion
of the field-induced gaps [29].
Figures 2(a) and 2(b) show capacitance measurements

(red traces) at zero magnetic field for the two devices
(M2 andM1) that previously showed unexpected insulating
and superconducting phases in Ref. [20]. Devices M2 and
M1 were found previously to have twist angles of 1.05° and
1.16°, respectively [20]. In both samples, we observe a
Dirac-like feature at charge neutrality accompanied by
broad, incompressible regions around �3 × 1012=cm2,
which correspond to either four electrons (þns) or four
holes (−ns) per moiré cell. We observe incompressible
phases around ns=2 (two electrons per moiré cell) in both
devices and a smaller feature around −ns=2 in device M2.
These incompressible features correspond to the previously
reported insulating phases observed around �ns=2 in
Ref. [20]; however, in our measurement we find that the
hole-doped state is significantly less incompressible despite
comparable conductance values reported previously. Our
results are consistent with more recent transport measure-
ments in which resistive phases in the electron-doped
regime are generally stronger than their hole-doped coun-
terparts [21–24].
In both devices we find incompressible phases at ns=4

and weak incompressible features at −ns=4 in device M2.
Importantly, the incompressible features at ns=4 and ns=2
are comparable in magnitude despite a lack of insulating
temperature dependence at ns=4 reported previously
[20,21,23]. In device M2, raising the temperature to
5 K, the highest temperature accessed, produced virtually
no change in the capacitance features at commensurate
filling (see Supplemental Material [29]). We see no strong
compressibility features around �3ns=4 in contrast to
recent transport studies [20–24], although, we observe a
gradual decrease in capacitance around �3ns=4 as the

system enters the superlattice band gaps which makes
observation of incompressible features difficult to distin-
guish in this region.
After subtracting a constant background capacitance

Cback (see Supplemental Material [29]), the relationship

C−1
T ¼ C−1

geo þ ðAe2∂n=∂μÞ−1 ð1Þ
can be used to extract properties related to the compress-
ibility ∂n=∂μ. At low temperatures the compressibility can
be approximated well by the zero-temperature density of
states. For a Dirac-like system with eightfold degeneracy
arising from spin, valley, and layer degrees of freedom, the
density of states is given by

∂n
∂μ ¼ 4jEFj

πðℏvFÞ2
¼ 2
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FIG. 2. (a) Plot of the capacitance (red trace) and loss tangent
(blue trace) of device M2 as a function of carrier density at zero
magnetic field and 280 mK. Dips in the capacitance around ns=4
and ns=2 correspond to incompressible phases. Smaller dips
around −ns=4 and −ns=2 also show incompressible features.
(b) Capacitance and loss tangent of device M1 at zero magnetic
field and 225 mK. Similar incompressible features are seen at
ns=4 and ns=2.
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In order to take into account broadening due to the disorder
profile across the lateral extent of the sample, we convolve
Eq. (2) with a Gaussian gðnÞ ¼ e−n

2=2Γ2

=ð ffiffiffiffiffiffi
2π

p
ΓÞ where Γ

characterizes the scale of the charge density broadening.
We fit our capacitance data using Eq. (1) and ∂n=∂μ � gðnÞ
and determine vF, Γ, andCgeo from a best-fitting procedure.
We estimate the area A from the lithographic dimensions
of the MATBG flake that lie over the back gate.
The capacitance data from sample M2 is best fit by vF ¼
0.116 × 106 m=s and Γ ¼ 4.0 × 1010=cm2, both of similar
magnitude to the values extracted previously with a differ-
ent sample (1.08°) [5]. Figure 3(a) shows the capacitance
data from M2 overlaid with the model evaluated at various
values of vF.
The shift of the chemical potential as carriers are added

to the device can be extracted by integrating the inverse
quantum capacitance Δμ ¼ R ð∂μ=∂nÞdn ¼ R

Ae2ðC−1
T −

C−1
geoÞdn. Figure 3(b) shows the calculated chemical poten-

tial as a function of carrier density for device M2. Portions
of the trace with relatively flat slope correspond to
compressible phases where the chemical potential shifts
relatively little as carriers are added to the system whereas
steeper regions correspond to reductions in the density of
states. The superlattice band gaps around �ns manifest as

the steep slopes near n ¼ �3 × 1012=cm2. On the electron
side, where the size of the capacitance dips is appreciable,
the thermodynamic gap between the density of states
peaks can be calculated for both ns=4 and ns=2 as shown
in Fig. 3(c). We find Δns=4 ¼ 3.0� 1.0 meV and Δns=2 ¼
3.9� 1.2 meV, where the error associated with the gap
estimation arises from a systematic error in the determi-
nation of Cgeo. See Supplemental Material [29] for a
discussion of the error estimation and its propagation in
the thermodynamic gap measurements. The gap at ns=4
was either not observed previously [5,20,25,26], found
to have nonactivated temperature dependence [21,23],
or the resistive feature was not discussed in detail [22].
A recent transport study reported simply activated temper-
ature dependence at quarter-filling with a gap value of
0.14 meV, though the presence of a gap at charge neutrality
may indicate that the twisted bilayer graphene is aligned
with the hBN substrate [24]. Our estimate of Δns=2 is
significantly larger than the previously reported values of
0.31 meV in Ref. [5], ∼1.5 meV in Ref. [21], and 0.37 meV
in Ref. [24].
We expect the gap extracted from thermodynamic

compressibility to be larger than the activation gap mea-
sured through the temperature dependence of the resistivity.
As temperature is increased, the electron-electron correla-
tions that create the many-body gap may weaken, causing
the gap to decrease as a function of temperature and leading
to an underestimation in activation measurements. By
measuring at a fixed, low temperature, the gap derived
from compressibility is potentially larger. Additionally,
there may be a large density of charge carriers that can
be thermally excited across the many-body gap at energies
that are closer to the Fermi level than the density of states
maxima, leading to a smaller activation gap. If we measure
the shift in chemical potential just around the steepest
portions of trace in Fig. 3(c), we find values of approx-
imately 2 meV and 2.5 meV for the ns=4 and ns=2 states,
respectively, which may compare more directly to activa-
tion measurements.
We can also make a comparison to recent STS measure-

ments in which splittings of the van Hove singularity at ns=2
of roughly 7.5 meV [25] and 4–8 meV [26] have been
measured. Because the STM tip is placed over a clean,
atomically resolved region of the sample, the effects of
disorder averaging are avoided, leading to a potentially larger
observed spectroscopic gap. We note that the van Hove
singularity separationwhen the Fermi level lies at half-filling
as seen in STS measurements differs qualitatively from the
chemical potential separation observed in compressibility.
In the latter case, the carrier density and the band structure
itself vary as the Fermi level is raised due to density-
dependent electron-electron interactions. Additionally, STS
measures the single particle density of states which is a
different quantity from the thermodynamic density of states
∂n=∂μ accessed in our measurements.
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FIG. 3. (a) Fits of the capacitance data for sample M2. The
Dirac point is best fit by vF ¼ 0.116 × 106m=s. (b) Shift of
chemical potential of M2 as a function of carrier density
calculated from integrating the inverse quantum capacitance.
(c) Zoom-in to boxed region of (b). The increase in the chemical
potential between the density of states maxima at both ns=4 and
ns=2 is shown on the left axis with capacitance data from Fig. 2(a)
replotted on the right axis. Arrows correspond to measured Δμ
between density of states maxima. We find Δns=4¼3.0�1.0meV
and Δns=2 ¼ 3.9� 1.2 meV. (d) Extracted compressibility from
the capacitance data in Fig. 2(a) as a function of the electronic
chemical potential. Arrow is 35 meV wide.
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We plot the compressibility ∂n=∂μ ¼ ð1=Ae2ÞðC−1
T −

C−1
geoÞ−1 as shown in Fig. 3(d). The vertical scale of the

compressibility is very sensitive to the precise value of
Cgeo, particularly the highly compressible phases in which
CT ≈ Cgeo. Nonetheless, the horizontal axis is much less
sensitive to variation in Cgeo, and we estimate the band-
width of the two low-energy moiré bands as 35 meV. If we
vary the precise value of Cgeo over an estimated uncertainty
(see Supplemental Material for details [29]), the bandwidth
varies from as small as 25 meV to as large as 45 meV.
This range of values is much larger than initial calculations
for a rotation angle of 1.05° [1,3,5], but it is consistent with
the 41 meV separation of the valence and conduction band
van Hove singularities predicted by recent tight-binding
calculations and the 55 meV separation observed by STS
for a slightly larger rotation angle of 1.10° [25].
We also measure the evolution of the compressibility

with magnetic field up to the quantum Hall regime. In
Fig. 4(a) we plot the capacitance as a function of gate
voltage and magnetic field. The incompressible phases at
commensurate filling of the miniband do not appear to

change with perpendicular magnetic field up to about 3 T
after which field-induced gaps arise and coexist, making it
difficult to track the relatively broader features associated
with the zero-field incompressible phases. The most
prominent feature in Fig. 4(a) is a fourfold degenerate
Landau fan that emerges from charge neutrality. Despite
anticipating an eightfold degenerate zero energy Landau
level (LL) arising from spin, valley, and layer degrees of
freedom, our system never develops a compressible phase
at charge neutrality, indicating that layer or valley sym-
metry breaking is present even at zero magnetic field.
Fourfold degeneracy may be evidence of C3 rotational
symmetry breaking as recently proposed [35]. At larger
magnetic fields we observe incompressible phases at filling
factors within the lowest LL octet. These additional
incompressible phases presumably arise from exchange-
driven gaps as reported in monolayer and bilayer graphene
[36–41]. In addition, LLs emerging from the superlattice
gaps of deviceM2 are apparent in Fig. 4(a) as well as from
deviceM1 in Fig. S6(a) in the Supplemental Material [29].
Additionally, we see a set of gaps emerging from high

magnetic field whose intercepts terminate near the frac-
tional filling densities as indicated by the red traces in
Fig. 4(b). These gaps appear to form as a result of
“Hofstadter” fractal minibands [42,43]. Similar features
have been observed extensively in aligned graphene-hBN
structures [44–46] as well as twisted bilayer graphene
devices [28,47]. In Fig. 4(a) some of the gaps which
approach commensurate filling appear doubled, suggesting
there may be multiple regions within the device with
slightly different twist angle. The number of flux quanta
per moiré unit cell is plotted on the right vertical axes in
Figs. 4(a) and 4(b). The incompressible phases shown in
red in panel Fig. 4(b) intersect at ϕ=ϕ0 ¼ 1 which occurs at
B ¼ 29.64T for θ ¼ 1.05°. Unlike Ref. [21], where no
Landau fan was observed emanating from −ns=4, we
observe an incompressible phase emerge fromhighmagnetic
field whose intercept terminates at −ns=4. Additionally, we
observe an incompressible phase emanating from ns=4
corresponding to ν ¼ 3 and not ν ¼ 1 as seen previously
[21]. See the Supplemental Material [29] for a Wannier
diagram and loss tangent in Fig. S5 as well as the field
dependence of device M1 with similar features in Fig. S6.
The presence of strong quantum oscillations at lowmagnetic
field close to commensurate filling in transport [20,21,24]
indicates the formation of an emergent Fermi surface and its
quantization in magnetic field. Oscillations in transport
measurements reflect the field dependence of both the
scattering time τ as well as the density of available charge
carriers. Because low-frequency capacitance measurements
are insensitive to changes in the scattering rate, strong
features are not expected when Landau quantization is weak
which may explain the lack of low-field capacitance oscil-
lations in our data in contrast with transport [20,21].
Although there is no consensus on the nature of the

commensurate insulating phases, our results allow us to
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comment on a few recent proposals. One effort posits
that the correlated insulating phase at half-filling is not a
Mott-like insulator, but rather a Wigner crystal in which the
electrons freeze into an emergent lattice as a result of
long-range Coulomb repulsion [7,18]. Although a Wigner
crystal is electrically insulating due to pinning of the
electron lattice by disorder, domains, or the moiré lattice
itself, the compressibility of the Wigner crystal is expected
to be large and negative due to long-range Coulomb
interactions [48]. Unlike dc transport, compressibility is
one of the few techniques which is capable of providing
positive evidence of Wigner crystallization. In our mea-
surements, the compressibility decreases at commensurate
filling while remaining positive and nondiverging, imply-
ing the likely formation of an energy gap and not a highly
(negatively) compressible phase expected for an ideal
Wigner crystal. However, unlike the conventional case, if
the moiré potential strongly pins the electron lattice, it may
be possible to form a thermodynamic energy gap [49]. We
also cannot rule out the possibility of such a Wigner crystal
and another gapped phase coexisting via phase separation
as has been speculated to occur in GaAs bilayers [50].
Additionally, it may be possible to interpret the multiple
density of states peaks as arising from differential strain
between the two twisted bilayer graphene layers [51].
Althoughmany band structure calculations predict narrow

low energy bands between 5 and 10 meV [1–3,5,13], recent
focus on lattice relaxation effects have brought estimates
closer to experiment (∼20 meV) [52,53]; however, at least
one other lattice relaxation model predicts a narrowing of
the bandwidth as compared to unrelaxed calculations [54].
Our data support a bandwidth in the range of 25 to 45 meV,
suggesting that the noninteracting band structure is not as
narrow as anticipated by theory, leading to larger values of
kinetic energy. This suggests that, in the creation of the
correlated insulating states, the kinetic energy may play a
more substantive role than many single-particle calculations
imply.Moreover, as recently proposed [19], it is possible that
the interaction effects are also strongly enhanced by a power-
law diverging van Hove singularity.
In summary, we used compressibility measurements to

access the shift of the chemical potential as the low-energy
band structure is filled. We report a reduced Fermi velocity,
a wide ∼35 meV bandwidth compared with many elec-
tronic structure calculations, and measure the gap widths at
ns=4 and ns=2. The incompressible features at commen-
surate filling show essentially no field evolution up to 3 T
before becoming obscured by other field-induced gaps. We
do not observe strong Landau quantization at low magnetic
field around commensurate filling, but at larger magnetic
field we detect Hofstadter gaps that differ from previous
transport studies [20,21,24].
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