Observation of Exciton Redshift—Blueshift Crossover in Monolayer WS$_2$
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ABSTRACT: We report a rare atom-like interaction between excitons in monolayer WS$_2$, measured using ultrafast absorption spectroscopy. At increasing excitation density, the exciton resonance energy exhibits a pronounced redshift followed by an anomalous blueshift. Using both material-realistic computation and phenomenological modeling, we attribute this observation to plasma effects and an attraction—repulsion crossover of the exciton—exciton interaction that mimics the Lennard-Jones potential between atoms. Our experiment demonstrates a strong analogy between excitons and atoms with respect to interparticle interaction, which holds promise to pursue the predicted liquid and crystalline phases of excitons in two-dimensional materials.
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Excitons in semiconductors are often perceived as the solid-state analogues to hydrogen atoms. This analogy helps us to understand the basic features of excitons, notably their internal energy states. However, this analogy breaks down as we consider the interparticle interactions because of some fundamental differences between atoms and excitons. Atoms are stable particles with large ionization energy (∼10 eV). They exhibit long-range van der Waals attraction and short-range Pauli repulsion, which form the so-called Lennard-Jones potential as a function of interatomic separation. In contrast, excitons are transient quasiparticles with much smaller binding energy and extremely short lifetime. They can dissociate into an electron–hole plasma, whose relative concentration is governed by the law of mass action. Hence, interactions in semiconductors are somewhat different from those in real gases because the effects from plasma and excitons must be considered. The relative importance of exciton and plasma effects depends on the regime of excitation density. In conventional III–V and II–VI semiconductors, such complex many-body effects preclude the demonstration of atom-like interactions between excitons, particularly in the regime of high excitation density where excitons become unstable.

Recent advances in two-dimensional (2D) semiconductors, particularly monolayer transition-metal dichalcogenides (TMDs), offer a unique platform to investigate excitonic interactions. These materials possess strong Coulomb interactions due to quantum confinement and reduced dielectric screening, leading to the formation of excitons with exceptionally large binding energies ∼300 meV. The enhanced stability of excitons in these materials provides good opportunities to reexamine the role of plasma effects and excitonic interactions over a broad range of excitation density. Although the exciton physics in photoexcited TMDs has been much studied, a complete picture of excitonic interactions in these materials is still lacking.

In this Letter, we investigate systematically the many-particle interactions in monolayer WS$_2$. We combine ultrafast absorption spectroscopy, microscopic many-body theory and an analytic approach that maps the measured exciton—exciton interactions onto an effective atomic model. In particular, we measure the absorption spectrum of the A exciton under...
femtosecond optical excitation. As we increase the excitation density, we observe a pronounced redshift (73 meV) of the exciton resonance energy at low density, followed by an unusual blueshift (10 meV) at high density. We attribute the two different energy shifts to two distinct interaction regimes. At high density, the exciton blueshift is well described by assuming a repulsive exciton–exciton interaction similar to the short-range Lennard-Jones interaction between atoms.\textsuperscript{1,2} At low density, the Lennard-Jones potential further contains a long-range contribution due to an attractive exciton–exciton interaction. However, in contrast to the atomic case, the exciton redshift in this regime is found to follow a strongly modified exponent, indicating that not all carriers are bound excitons but a fraction exists as electron–hole plasma. Insight from microscopic theory reveals that the redshift observed at low excitation density mainly arises from plasma-induced bandgap renormalization and screening of the exciton binding energy. We note that the observed energy shift is much larger than those reported in conventional semiconductors such as GaAs quantum wells (\textasciitilde 0.1 meV)\textsuperscript{18–22} as a consequence of the much enhanced many-body interactions in the 2D material. Our model is further supported by the temperature-dependent exciton energy shift observed in the time-resolved absorption measurements.

We investigate monolayer WS\textsubscript{2} samples grown on sapphire substrates by chemical vapor deposition.\textsuperscript{23–25} In our pump–probe experiment, we generate carriers by femtosecond pump pulses with photon energy of 3.16 eV, well above the quasiparticle bandgap (\textasciitilde 2.3 eV).\textsuperscript{11} We then monitor the A exciton resonance near 2.0 eV by recording the reflection spectrum of broadband probe pulses with controlled time delay at room temperature (Figure 1a). For a monolayer sample on a transparent substrate, the absorption spectrum can be extracted from the reflection spectrum using the thin-film approximation (Supporting Information).\textsuperscript{14,26} We estimate the excitation density $n$ from the measured incident pump fluence and absorbance of the sample at the excitation wavelength.\textsuperscript{26}

**Figure 1.** (a) Schematic of transient absorption spectroscopy setup. (b) Absorption peak of A exciton in monolayer WS\textsubscript{2} at increasing excitation densities. The fitting lines (smooth lines) are superimposed with the data curves. (c) Exciton energy shift ($\Delta E$) as a function of pump fluence obtained from experiment (red) and calculation (purple). The calculated value terminates at $n = 2 \times 10^{12}$ cm\textsuperscript{–2} due to a Mott transition that is predicted prematurely by the SXCH theory. (d) Line width ($\Gamma/\Gamma_0$), (e) peak height ($I/I_0$), and spectral weight change ($\Delta S/S_0$).
Figure 1b shows the absorption spectra of the A exciton at increasing pump fluence up to 18 μJ/cm² (n = 5.3 × 10¹² cm⁻²). The spectra were taken at a pump–probe delay of 2 ps, a time after which the excitons are expected to have reached thermal equilibrium with one another and with the lattice but not yet recombined. All the spectra can be fitted well with a Lorentzian function plus a second-order polynomial function (smooth lines over the data curves), which represent the exciton peak and the background, respectively (Supporting Information). We note that the B exciton is well separated from the A exciton by 400 meV in monolayer WS₂ and therefore does not affect our analysis. From the fitting, we extract the exciton peak energy (Eₐ), line width (Γ), peak intensity (I), and spectral weight (Sᵢ, i.e. the integrated area), and plot their changes in Figure 1c–e. While the spectral weight remains unchanged at all excitation densities, the other quantities vary significantly with the density.

These quantities exhibit two distinct behaviors at low and high excitation densities. At low density, the peak energy redshifts gradually for ~70 meV as the density increases, while the line width and peak intensity remain almost constant. The energy shift cannot be explained using the pump-induced lattice heating because the estimated lattice temperature increase is ~20 K, which corresponds to merely ~4 meV of temperature-dependent gap narrowing. In contrast, with further increase of density n > 2.0 × 10¹² cm⁻², the rate of exciton redshift diminishes and eventually turns into a blueshift of ~10 meV from the lowest energy point. Notably, the redshift–blueshift crossover is accompanied by a large spectral broadening, with the line width increasing to more than twice of the initial width (Figure 1d). Correspondingly, the peak intensity drops to one-fourth of the initial intensity to maintain the total spectral weight (A), line width (Γ), and peak intensity (I), and spectral weight (Sᵢ, i.e. the integrated area), and plot their changes in Figure 1c–e. While the spectral weight remains unchanged at all excitation densities, the other quantities vary significantly with the density.

We first discuss the redshift at low density. According to prior studies in monolayer TMDs, the exciton redshift can be ascribed to a combination of bandgap renormalization and plasma screening of the exciton binding energy due to the excited unbound carriers (Figure 2a). We have obtained the quasiparticle band structure and Coulomb matrix elements of monolayer WS₂ by first-principle G₀W₀ calculations. Screening from the substrate is additionally incorporated in the Coulomb matrix elements. The exciton shift due to the excited carriers is calculated with microscopic semiconductor Bloch equations in a screened-exchange Coulomb-hole approximation (SXCH); see Supporting Information. With increasing excitation density, both the quasiparticle band gap (Eₖ) and the exciton binding energy (Eₐ) are reduced after photoexcitation, giving rise to a net downshift of exciton resonance energy. (b) Calculated bandgap narrowing (ΔE₉) and exciton binding energy (Eₐ) as a function of exciton density in a semilogarithmic scale. The resultant shift of exciton resonance energy (ΔE) at increasing exciton density, as also shown in Figure 1c.

results from exciton–exciton attraction as in the case of atomic van der Waals forces. Mutual attraction can reduce the energy cost to create an extra exciton (Eₙ) by a magnitude as much as the negative interexciton potential energy. In light of this picture, we interpret the blueshift at high density >8 μJ/cm² (n > 2.0 × 10¹² cm⁻²), where a large fraction of carriers form bound excitons, as arising from an exciton–exciton repulsion. Indeed, the blueshift is not captured by our numerical approach and therefore suggests a new contribution other than the plasma effects. The simultaneous broadening of the absorption peak indicates that this new interaction strongly perturbs the excitons and shortens their lifetime (Figure 1d). In this scenario, high-density excitons tend to repel each other due to the Pauli exclusion of overlapping electron orbitals, giving rise to positive interexciton potential energy. As a consequence, the energy cost to create an extra exciton increases, leading to a blueshift of the resonance energy.

The above interpretation has inspired us to quantify the excitonic contributions to the energy shift in the entire density range through a simple phenomenological model with two power laws in analogy to the well-known Lennard-Jones potential between atoms (for which k = 6):

\[ ΔE = \frac{4}{9} \left( \frac{r₀^6}{r} - \frac{r₀^8}{r^6} \right) \]

Figure 2. (a) Schematic band diagrams before and after the femtosecond optical pumping. Both the band gap (Eₙ) and the exciton binding energy (Eₐ) are reduced after photoexcitation, giving rise to a net downshift of exciton resonance energy. (b) Calculated bandgap narrowing (ΔE₉) and exciton binding energy (Eₐ) as a function of exciton density in a semilogarithmic scale. (c) The resultant shift of exciton resonance energy (ΔE) at increasing exciton density, as also shown in Figure 1c.
Here \( r_s \) is the radius of disk occupied by an exciton \((n \pi r_s^2 = 1)\). \( \varepsilon \), \( r_0 \) and \( k \) are the fitting parameters, which can be interpreted in a similar way as in the usual “12–6” power-law potential between atoms. The first term describes the exciton blueshift caused by the short-range Pauli repulsion. We use the \( r_s^{-6} \) functional form for better fitting of the Pauli repulsion in this system instead of the usual \( r_s^{-12} \) typically chosen in atomic system for convenience due to the relative computing efficiency \((r_s^{-12} \text{ is the square of } r_s^{-6})\). The second term models the exciton redshift caused by the long-range van der Waals attraction of excitons behaving as fluctuating dipoles in the presence of plasma in this material. In general, the functional form of this attraction potential can differ from the usual London dispersion force \( r_s^{-6} \); hence, we parametrize it as \( r_s^{-k} \).

By fitting the \( \Delta E-r_s \) data through the least-squares method with \( \varepsilon = 128 \pm 10 \text{ meV}, r_0 = 2.6 \pm 0.1 \text{ nm}, \) and \( k = 1.4 \pm 0.2 \), our simple model matches precisely the density dependence of exciton energy shift (Figure 3a). Note that we have considered the effect of exciton–exciton annihilation in the determination of the estimated carrier densities (Supporting Information). This effect has been shown to play a role in highly excited monolayer TMDs.5,27,28,31,32 We note that the exponent \( k \) differs from the exponent in the Lennard-Jones potential due to the presence of plasma effects in semiconductors, which are not captured by the atomic model. The obtained \( r_0 = 2.6 \text{ nm} \) represents the exciton Bohr radius in monolayer WS\(_2\). This value agrees well with our calculated exciton radius \((2.3 \text{ nm}, \text{Supporting Information})\) and the estimated radius \((1–3 \text{ nm})\) in other studies.

Excitons have been perceived as the solid-state counterpart of atoms, but the analogy is usually drawn only for their similar internal structure and molecular structures. The latter is apparent from the formation of trions\(^{35–37}\) and biecitons\(^{3,15,38–40}\) with binding energies of 20–60 meV in monolayer TMDs that are analogous to the hydrogen anion and hydrogen molecules. Here, the good agreement between the modified Lennard-Jones model and our experiments reveals further that they also share similar mutual interaction behavior at long and short distances. This finding is remarkable because high-density excitons are usually unstable against the electron–hole plasma formation and other annihilation processes. These competing processes can easily destroy the exciton resonance features and hinder the observation of interexciton repulsion. Monolayer WS\(_2\) is, however, an exceptional material, which hosts tightly bound excitons with radius approaching the atomic limit. The robustness of these excitons helps maintain their resonance features even at very high density. We can therefore observe an effective attraction–repulsion crossover of excitonic interactions, a phenomenon that was predicted early\(^{41}\) but remained unobserved experimentally until now.

Although the observed shift mimics the Lennard-Jones potential, there are three features distinct from atoms that deserve more careful attention. First, in addition to excitons, plasma can be present simultaneously with a relative density governed by the law of mass action. The interparticle separation \( r_s \) is derived from their combined densities. Second, plasma contribution to the shift at low density dominates the exciton contribution. The observed \( \sim 1/r_s \) dependence, instead of \( 1/r_s^6 \), indicates a negligible contribution from excitonic van der Waals attraction. This is not surprising because excitons in monolayer TMDs are tightly bound. Third, a possible formation of biecitons at short distance is not explicitly captured in this model. This is a similar situation faced by Lennard-Jones potential because it does not explicitly represent chemical bonding between atoms, but it can explain why a cluster of atoms can form at the minimum potential. Although bieciton formation may occur at the minimum potential (Figure 3a), the strong plasma screening precludes such occurrence. This is evidenced from the much reduced exciton binding energy at such a high excitation density (Figure 2b). This means bieciton binding energy should also be reduced to a value much smaller than the reported values, or completely screened, and thus unlikely to form.

We can further test our model (eq 1) through its temperature-dependent behavior. Two effects arise when the exciton temperature is high. First, such highly energetic excitons will be in constant motion and dynamically average out their short-range and long-range interactions among each other. Second, the excitons will have higher probability to reach their internal excited states. These effects will reduce the effective potential energy and increase their Bohr radius. As a consequence, the energy potential well between the excitons will become shallower and the interexciton distance at the potential minimum will become wider (inset of Figure 4c). In other words, when the excitons cool from very high to low temperature, we predict a significant redshift of their energy. As we discuss below, our model captures the complex cooling dynamics and offers a simple interpretation based on such exciton picture, although rigorous contribution from plasma effects could be included for a more accurate model.

This prediction can be conveniently explored in the cooling dynamics of excitons after pump excitation at high density regime, where exciton–exciton interaction dominates, and the exciton picture is particularly appropriate. As we pump monolayer WS\(_2\) using 3.16 eV photons \((h\nu > E_0)\), we create

![Diagram](image-url)
Figure 4. (a,b) Exciton absorption peak at increasing time delays from −0.30 to 0.30 ps (a) and from 0.5 to 1000 ps (b), where only the subset of the data is shown for clarity. The fitting lines (smooth lines) are superimposed with the data curves. (c) Exciton energy shift ($\Delta E$), (d) peak height ($I/I_0$), line width broadening ($\Delta \Gamma/\Gamma_0$), and spectral weight change ($\Delta S/S_0$). Inset in (c) shows the stages of relaxation dynamics through the $\Delta E$ vs $r_s$ curve at high and low temperatures.
free electron–hole pairs that immediately form excitons within the excitation pulse duration. This is due to the strong Coulomb attraction in monolayer WS$_2$ that leads to a very rapid exciton formation. The large excess energy will bring the excitons to a high temperature ($T_e > 1000$ K). Subsequently, we can follow the time evolution of the exciton resonance as they cool down. Figure 4a,b shows a time series of the exciton absorption spectra up to 1 ns ($F = 11 \, \mu J/cm^2$), from which we extract their peak parameters (Figure 4c,d). By examining these parameters, the exciton dynamics can be described roughly in three stages.

In Stage I (red region), the hot excitons are formed with rapidly decreasing interexciton distance, accompanied by a dramatic energy redshift and spectral broadening. In Stage II (blue), the hot excitons cool to the lattice temperature via phonon emission. In Stage III (yellow), the excitons recombine gradually with increasing interexciton distance leading to a blueshift. In the framework of our model, such exciton dynamics can be adequately described by the trajectory (I → II → III) between the hot and cold potential energy curves, as illustrated in the inset of Figure 4c. We exclude possible contribution from lattice cooling in Stage III because the estimated temperature-dependent energy shift is merely ~4 meV (20 K), far too small than the observed shift ~70 meV (Supporting Information). It is particularly noteworthy to examine the dynamics in Stage II, where the excitons cool down from $T_e > 1000$ K to ~300 K, but the density should remain unchanged. As depicted by arrow II in the inset of Figure 4c, the exciton energy decreases when the high-temperature potential curve (red) evolves into the low-temperature curve (blue). During this process, the exciton energy is found to redshift for about 20 meV, accompanied by a decrease of line width. With this interpretation, we can assign to Stage II an exciton cooling time of 2 ps, comparable with the cooling time measured in graphene.

In summary, we have observed a transition of interexciton interaction at increasing exciton density in monolayer WS$_2$ which manifests as a redshift–blueshift crossovers of the exciton resonance energy. At low density, the exciton redshift arises from plasma screening effects and the long-range exciton–exciton attraction. At high density, the exciton blueshift is attributed to the short-range exciton–exciton repulsion. We describe this density dependence of the excitonic interactions by a phenomenological model, in analogy to the Lennard-Jones interaction between atoms, combined with a material-realistic computation of plasma effects. Interpreting the time dependence of energy shifts shortly after the carrier excitation in terms of our model, we extract an exciton cooling time of about 2 ps ($T_e > 1000$ K). Subsequently, we can follow the time evolution of the exciton resonance as they cool down. Figure 4a,b shows a time series of the exciton absorption spectra up to 1 ns ($F = 11 \, \mu J/cm^2$), from which we extract their peak parameters (Figure 4c,d). By examining these parameters, the exciton dynamics can be described roughly in three stages.

In Stage I, the hot excitons are formed with rapidly decreasing interexciton distance, accompanied by a dramatic energy redshift and spectral broadening. In Stage II, the hot excitons cool to the lattice temperature via phonon emission. In Stage III, the excitons recombine gradually with increasing interexciton distance leading to a blueshift. In the framework of our model, such exciton dynamics can be adequately described by the trajectory (I → II → III) between the hot and cold potential energy curves, as illustrated in the inset of Figure 4c. We exclude possible contribution from lattice cooling in Stage III because the estimated temperature-dependent energy shift is merely ~4 meV (20 K), far too small than the observed shift ~70 meV (Supporting Information). It is particularly noteworthy to examine the dynamics in Stage II, where the excitons cool down from $T_e > 1000$ K to ~300 K, but the density should remain unchanged. As depicted by arrow II in the inset of Figure 4c, the exciton energy decreases when the high-temperature potential curve (red) evolves into the low-temperature curve (blue). During this process, the exciton energy is found to redshift for about 20 meV, accompanied by a decrease of line width. With this interpretation, we can assign to Stage II an exciton cooling time of 2 ps, comparable with the cooling time measured in graphene.
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