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Abstract
Since the observation of room-temperature, polarized and ultrabright single-photon emission from two-

dimensional (2D) hexagonal boron nitride, much work has been done further investigating point defects in

2D materials. In order to identify the point defects, knowledge of the zero-phonon line (ZPL) is necessary.

In this work, we present two new methods for rapid estimation of the ZPL. First, this ZPL is calculated in

the hole picture by exploiting Janak’s theorem, encouraged by the accuracy of the approach when applied

to silicon monovacancies in 4H-SiC. We provide a lowest order estimate of the error associated with using

the theorem since the theorem is not exact for finite changes in occupation. The computation of this error is

more rapid than the standard ∆SCF calculation. Next, we also show that initializing the charge density by

mixing the ground state HOMO and LUMO can lead to faster convergence of an excited state self-consistent

field (SCF) calculation compared to when the charge density is initialized from a superposition of atomic

charges. We illustrate these methods using the case of the new singly negatively charged calcium vacancy in

SiS2, which we predict should exhibit inversion symmetry and which we propose as a qubit candidate.

1

ar
X

iv
:2

01
2.

01
22

3v
2 

 [
co

nd
-m

at
.m

tr
l-

sc
i]

  8
 F

eb
 2

02
1



I. INTRODUCTION

Research in the field of layered materials has grown quickly since the development of the high-

quality sample yielding scotch-tape exfoliation technique [1, 2]. Such layered systems have allowed

the observation of the quantum spin Hall effect at up to 100 K in monolayer tungsten ditelluride

(WTe2) [3] and the observation of a correlated insulator state by tuning the twist degree of freedom

in bilayer structures of graphene, due to the presence of flat bands near zero Fermi energy at a

twist angle of about 1.1◦, which upon electrostatic doping yields superconducting states with a

critical temperature of up to 1.7 K [4, 5]. Research in the field of point defect qubit candidates

has also grown rapidly, particularly since the detection of single negatively charged nitrogen vacancy

(NV −) color centers in diamond [6]. These qubit candidates consist of impurities involving some

small number of atoms and/or vacancies and act as single photon sources with indistinguishability of

photons or negligible spectral diffusion being a desirable characteristic. Ensuing results include the

room temperature coherent control of defect spin qubits in silicon carbide (SiC) [7], the discovery of

the spectral stability of the germanium vacancy (GeV ) in diamond [8], the optical spin polarization of

the neutral silicon vacancy (SiV 0) in diamond [9] and the realization of spin coherence enhancement

of a diamond spin qubit through strain tuning [10].

The layered material hexagonal boron nitride (h-BN) is of particular interest among layered ma-

terials as it has a wide bandgap [11], enabling it to encapsulate other layered materials and to host a

variety of point defects giving rise to optical transitions lying within the range of its bandgap [2, 12–

15]. The issue with h-BN as a host for a qubit candidate employing electronic spins is that the

atomic nuclei of boron and nitrogen have spins as well, which can cause spin-decoherence of the

electronic spin state. Such an argument invites consideration of SiS2 as a host, which theory has

predicted to exist in layered form between 2.8 GPa and 3.5 GPa for the space group P21/c [16].

The SiS2 host would be diamond-like or silicon carbide (SiC)-like in that the atoms that constitute

it have a low natural abundance of isotopes with nuclear spin, which can be further suppressed via

isotope purification in growth, diamond and SiC being systems that have been extensively studied as

hosts for qubit candidates [7–10, 17–30]. The point defect we will investigate in SiS2 has the further

advantage of exhibiting inversion symmetry, which obviates the issue of an electric dipole moment

making it susceptible to external noise and local fields and thus causing broadening of transitions.

In identifying point defects in experiments, knowledge of the zero-phonon line (ZPL) transition is

essential. We present in this paper a new method for estimating the error associated with computing

the energy of the zero-phonon line (ZPL) transition of a point defect using Janak’s theorem and a
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new method for rapid convergence of excited state self-consistent field (SCF) calculations by mixing

the HOMO and LUMO of a ground state calculation to initialize the charge density.

Janak’s theorem states that [31],
∂E

∂ni

= εi, (1)

where E is the total energy, ni is the orbital occupation of the ith orbital, and εi is the corresponding

eigenvalue of the orbital. This theorem is similar to Koopmans’ theorem for Hartree-Fock theory [32]

in that it relates energy differences under a change in the number of electrons to orbital energies.

The theorem is in fact a density-functional theory (DFT) version of a theorem originally proved by

Slater for his X−α method, which was introduced in an early attempt to account for both exchange

and correlation in electronic structure calculations [33, 34]. As Janak’s theorem does not imply that

∆E = εi∆ni for finite ∆ni, an estimate of the error associated with using the theorem to determine

excitation energies where orbital occupations change by integer amounts is necessary. Applying the

theorem and the method of error estimation is inherently faster than computing the energy of the

excited state for a given point defect, as the error calculation amounts to terminating the excited state

calculation before full convergence. We also show that excited state calculations for stable structures

converge faster if the charge density is initialized by appropriately mixing the HOMO and LUMO

from the ground state calculation, leaving the contribution to the charge density from the remaining

orbitals unchanged, as compared to initialization of the charge density from a superposition of atomic

charges.

In this work, we first outline the computational methods in Section II. We include in Section III the

important results related to ZPL estimations for silicon monovacancies in 4H-SiC (see Section IIIA)

and for the singly negatively charged calcium vacancy in SiS2 (see Section III B, which also includes

stability calculations) and a discussion of these results, ending with a summary of our conclusions.

II. THEORETICAL FORMULATION AND APPROACH

A. Calculation Method

The purpose of this work is to extend the notion of a mixing parameter [35] to the initialization

of the charge density and to bolster the validity of using Janak’s theorem [31] to calculate the

zero-phonon line (ZPL) by demonstrating success for the case the singly negatively charged calcium

vacancy in SiS2, which we investigate as a potential qubit candidate. Indeed, the use of the Janak’s

theorem to calculate electronic properties of excited states of atoms, molecules, and solids, is not
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novel [36, 37], but we additionally provide a lowest order estimate of the error associated with using

the theorem for integral change in the occupation of the single particle states. To briefly overview

the standard constrained-occupation DFT or ∆SCF method [38], the ground state scheme is applied

to both the ground state and the lowest excited state by first filling up the lowest lying energy

levels and calculating the energy of the resulting system and then constraining the occupation of

the highest of these occupied levels to be zero and the lowest of the unoccupied levels to be one

and again calculating the energy of the system. The energy difference is then taken as the energy

of excitation, hence the term ∆SCF as the method is based on the energy difference between two

self-consistent-field (SCF) calculations. We argue that the calculations in excess of the first ground

state calculation are not always necessary, which directly follows from Janak’s theorem in the limit

where the change in occupation is infinitesimal. To motivate the argument, we compute the error

between the ∆SCF approach and the approach of using Janak’s theorem to lowest order under a

change in occupation.

We consider the operator from the single particle equations in DFT,

O(n(r)) = − ~2

2me

∇2
r + V (r) + e2

∫
n(r′)

|r− r′|
dr′ +

δExc[n(r)]

δn(r′)
, (2)

where n(r) is the particle number density, the first term represents the kinetic energy of noninteracting

quasiparticles with electron mass, the second term represents the external potential, the third term

represents the Hartree potential for the Coulomb interaction between the quasiparticles and the last

term represents the exchange-correlation potential recapturing the fermionic and many-body nature

of electronic interactions. The single particle equation for the single particle state φ(n)
i with eigenvalue

ε
(n)
i then reads,

O(n(r))φ
(n)
i = ε

(n)
i φ

(n)
i , (3)

Under a change in occupation, let n′(r) be the new number density and let φ(n′)
i be the new ith single

particle state such that,

O(n′(r))φ
(n′)
i = ε

(n′)
i φ

(n′)
i , (4)

is satisfied. The equation for the total energy from DFT is [39],

E =
N∑
i

ε
(n)
i −

1

2

∫ ∫
n(r)n(r′)

|r− r′|
drdr′ +

∫
n(r) [εxc(n(r))− µxc(n(r))] dr. (5)
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If we let,

F (n(r)) = −1

2

∫ ∫
n(r)n(r′)

|r− r′|
drdr′ +

∫
n(r) [εxc(n(r))− µxc(n(r))] dr, (6)

and

∆ε =
N+1∑
i=1

(ε
(n′)
i − ε(n)

i )− (ε
(n′)
N − ε(n)

N ) (7)

then we can approximate the ∆SCF result as,

E∆SCF ≈ ε
(n)
N+1 − ε

(n)
N + ∆ε+ F (n′(r))− F (n(r)). (8)

Therefore, if we only take the difference in ground state eigenvalues, the associated error is,

∆E∆SCF ≈ ∆ε+ F (n′(r))− F (n(r)). (9)

We can choose to obtain n′(r) at any arbitrary iteration in the full constrained-occupation calcu-

lation for the excited state. Therefore, in the limit where n′(r) is obtained at the final iteration of the

full constrained-occupation calculation for the excited state, the error becomes exact. In performing

the full constrained-occupation calculation for the excited state, we have also explored initializing

the charge density by mixing the HOMO and LUMO by varying amounts.

B. Formation Energies

The formation energies of the calcium vacancy in SiS2 in various charge states were calculated

according to the formula [40, 41],

Ef (q) = Edef(q)− E0 −
∑
i

µini + q(EVBM + EF) + Ecorr(q) (10)

where q denotes the charge state, Edef(q) is the total energy for the defect supercell with charge

state q, E0 is the total energy for the stoichiometric neutral supercell, µi is the chemical potential

of atom i, ni is a positive (negative) integer representing the number of atoms added (removed)

from the system relative to the stoichiometric cell, EVBM is the absolute position of the valence

band maximum, EF is the position of the Fermi level with respect to the valence band maximum

(generally treated as a parameter), and Ecorr(q) is a correction term to account for the finite size

of the supercell when performing calculations for charged defects [42]. This correction term does

not simply treat the charged defect as a point charge, but rather considers the extended charge
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distribution. The chemical potentials of all the reference elements used in our calculations are listed

as follows as a function of their crystal structure and total energy per atom: Si (diamond structure,

−5.42 eV/atom); S (the total energy of a gas phase S8 molecule was calculated and the sublimation

enthalpy was then subtracted [43, 44], −4.20 eV/atom); and Ca (face-centered cubic structure, −2.00

eV/atom). Consideration of Si-rich or S-rich preparation conditions was made, similar to previous

work [29].

C. Material Screening Approach & Calculation Details

In order to leverage the vast body of existing knowledge in the field, we utilized an electronic

database of two-dimensional materials called 2D Materials Encyclopedia [45] in a top-down filtering

approach to find the most promising host materials. The entries from the database were first selected

based on the presence of centrosymmetry in their space groups or of a horizontal mirror plane. The

following filters were then applied,

1. Band gap above 2 eV. The optical transitions of the qubit candidate implanted in the host must

not introduce interference from the electronic states of the host [22]. The value is taken to be

at least as large as the energy of the optical transitions of well-known point defects such as the

NV − center in diamond and singly negatively charged silicon monovacancies in 4H-SiC.

2. Exfoliation energy below 80 meV/atom. The material must be easy to exfoliate and therefore to

fabricate. The value is taken to be commensurate with exfoliation energies of common layered

materials such as MoS2 with space group P6̄m2.

3. Does not contain an atom with a nuclear spin. Decoherence caused by the interaction of nuclear

spins with the electronic ones of the qubit candidate must be minimized. We set the cutoff at

< 5% natural abundance of isotopes containing a nuclear spin using as reference 4H-SiC.

The filtering process yielded SiS2 and CaO as the only viable candidates and CaO is unstable.

Working from the literature on defects in diamond and 4H-SiC, we investigated vacancies,

germanium-vacancy complexes and lead-vacancy complexes as possible qubit candidates in the SiS2

host. However, these all break inversion symmetry when they are relaxed with spin polarization. On

the other hand, the singly negatively charged calcium-vacancy complex is able to preserve inversion

symmetry upon relaxation with spin polarization, due in part to the large size of the calcium atom.

To obtain the defect levels and total energies, we performed first-principles DFT calculations

for the various defects in 4H-SiC and SiS2 using the VASP code [46–48] and the QUANTUM
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ESPRESSO code [49, 50] for ∆SCF calculations. In VASP, atomic structures were first converged

using the generalized gradient approximation (GGA) for the exchange-correlation energy of electrons,

as parametrized by Perdew, Burke and Erzenhof (PBE) [51] and then, for the calculation of defect

levels, using the screened hybrid functional of Heyd, Scuseria and Ernzerhof (HSE) with the original

parameters (0.2 Å−1 for screening and 25% for mixing) [52, 53]. The atomic positions were relaxed

until the magnitude of the Hellmann-Feynman forces was smaller than 10−4 eV·Å−1 on each atom

without spin-polarization and subsequently until the magnitude of the Hellmann-Feynman forces was

smaller than 10−2 eV·Å−1 on each atom with spin polarization to obtain defect levels and, for the

stoichiometric conventional unit cell, the lattice parameters were concurrently relaxed. The wave-

functions were expanded in a plane wave basis with a cutoff energy of 500 eV for all systems and

a Monkhorst-Pack grid of 6 × 6 × 2 k-points was used for integrations in reciprocal space for SiS2

and a Gamma centered grid of 4 × 4 × 2 k-points was used for integrations in reciprocal space of

4H-SiC. The relaxed lattice parameters of the stoichiometric unit cell were then used for the supercell

structures. Formation energies and defect levels were calculated using a supercell of 108 atoms for

SiS2 (3× 3× 1 multiple of the stoichiometric unit cell) with appropriately scaled k-point grids. For

4H-SiC, a supercell of 576 atoms (6 × 6 × 2 multiple of the stoichiometric unit cell) was used. The

terms in F (n(r)) were obtained for the ground state and for the state with the changed occupation,

where a non-SCF calculation was performed until convergence keeping the charge density fixed in

the latter case. The non-SCF calculation also provided the eigenvalues whose difference with the

ground state eigenvalues we took. Code from work by Feenstra et al. [54] was used to change orbital

occupations. In QUANTUM ESPRESSO, we performed ∆SCF calculations to investigate the SiS2

system using PAW pseudopotentials [48] with a 108-atom supercell with gamma-point integration.

Modified source code was used to alter the charge density in QUANTUM ESPRESSO.

III. RESULTS AND DISCUSSION

A. Silicon Monovacancies in 4H-SiC

We begin by demonstrating the accuracy of Janak’s theorem for silicon monovacancies in 4H-

SiC. For the lattice parameters of the stoichiometric hexagonal unit cell of 4H-SiC using the

HSE06 functional, we find a = 3.08 Å and c = 10.04 Å. From the work of Soykal et al. [55],

we know that for a spin-polarized system the approach of considering holes is equivalent to the

approach of considering electrons. Defect levels calculated using the HSE06 functional for the

singly negatively charged silicon monovacancy V −Si in 4H-SiC with S = 3/2 at the two inequiv-
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alent h and k sites are illustrated schematically in Fig. 1 and are provided in Tables I and

II. From the work of Soykal et al. [55], in the hole picture the ground state manifold is com-

posed of the states, ||uexey + iūēxēy〉 /
√

2, ||uexey − iūēxēy〉 /
√

2, ||uexēy + uēxey + ūexey〉 /
√

3,

||ūēxey + ūexēy + uēxēy〉 /
√

3, while the excited state manifold in the hole picture is composed of

the states, ||vexey + iv̄ēxēy〉 /
√

2, ||vexey − iv̄ēxēy〉 /
√

2, ||vexēy + vēxey + v̄exey〉 /
√

3,

||v̄ēxey + v̄exēy + vēxēy〉 /
√

3. Above, u and v are single particle orbitals transforming as the A1 irre-

ducible representation of the C3v point group, while ex and ey transform as the x and y components

of the two-dimensional E irreducible representation of the C3v point group. The overbar denotes the

minority spin state. To calculate the ZPL we take the lowest energy hole states, which from Tables

I and II we see must be the ||ūēxey + ūexēy + uēxēy〉 /
√

3 (excited) and ||v̄ēxey + v̄exēy + vēxēy〉 /
√

3

(ground) states. The ZPL we obtain for the k site V −Si is 1.34 eV, while the ZPL we obtain for the h

site V −Si is 1.43 eV in excellent agreement with experimental values of 1.35 eV and 1.44 eV, respec-

tively [56]. The slight underestimation of the ZPL values may therefore be due to the slightly smaller

HSE06 band gap (3.18 eV compared to about 3.2 eV for experiment [57]). We note, however, that

other theoretical calculations yield 1.44 eV for the k site and 1.54 eV for the h site using the HSE06

functional [58]. We believe error compensation in taking the difference of many eigenvalues may be

causing the greater accuracy of our approximation to the ∆SCF method using Janak’s theorem than

the ∆SCF method itself, though later theoretical work shows better agreement with our work and

with experiment [59].

VSi(k),
_

VSi(h)
_

maj. spin min. spin

ey
ex
v 

u 
ey
ex
v 
u 

CB

VB

_

_

_

_

FIG. 1. Schematic of the majority (without overbar) and minority (with overbar) spin energy levels calculated
in the ground state using the HSE06 functional for the V −Si (k) and V −Si (h) point defects in 4H-SiC. The
conduction band is indicated in blue and the valence band in red. Single particle orbitals transforming as the
A1 irreducible representation of the C3v point group are represented by u and v, while ex and ey transform
as the x and y components of the two-dimensional E irreducible representation of the C3v point group. The
vertical axis of the figure is not drawn to scale.
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TABLE I. DFT eigenvalues in eV calculated in the ground state using the HSE06 functional for the hole
single particle states of the V −Si (k) point defect in 4H-SiC.

single particle state majority spin minority spin
u 7.553 8.116
v 7.773 10.011
ex 7.828 10.152
ey 7.855 10.225

TABLE II. DFT eigenvalues in eV calculated in the ground state using the HSE06 functional for the hole
single particle states of the V −Si (h) point defect in 4H-SiC.

single particle state majority spin minority spin
u 7.551 8.119
v 7.800 10.137
ex 7.871 10.227
ey 7.906 10.289

Based on the results of the calculations for silicon monovacancies in 4H-SiC outlined above,

Janak’s theorem shows promise for rapid estimation of ZPL values. Indeed, we will see below that

the accuracy of Janak’s theorem is maintained for the most stable strain (ε) values of the singly

negatively charged calcium vacancy in SiS2 and that the error calculations we have outlined in

Section IIA provide a clear indication of when Janak’s theorem fails.

B. Singly Negatively Charged Calcium Vacancy in SiS2

As alluded to above, we now turn to demonstrating the continued accuracy of Janak’s theorem

for the two most stable ε values of the singly negatively charged calcium vacancy in SiS2 and show

that the associated error consistently identifies the larger discrepancies between the results of the

theorem and the results of ∆SCF calculations. We also introduce results showing faster convergence

of excited state SCF calculations when the charge density is initialized by mixing the HOMO and

LUMO compared to when it is initialized from a superposition of atomic charges. For the lattice

parameters of the stoichiometric unit cell SiS2 with space group P21/c using the PBE functional

we find a = 5.93 Å, b = 8.13 Å, α = 90◦, β = 102.57◦, γ = 90◦ and a monolayer thickness of

3.65 Å with a vacuum of 16.94 Å. Using the HSE06 functional we find a = 5.88 Å, b = 8.04 Å,

α = 90◦, β = 103.11◦, γ = 90◦ and a monolayer thickness of 3.59 Å with a vacuum of 16.67 Å. The

approximation to the ZPL using Janak’s theorem and using the ∆SCF method for different in-plane

ε can be found in Fig. 2. We observe little variation of the approximation to the ZPL with tensile ε,

but more variation with compressive ε which can also distort the structure. Since, due to Poisson’s
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ratio, the application of pressure should lead to tensile in-plane ε, we do not expect the ZPL value to

change significantly from what we have predicted in experimentally realizable structures. The error

calculations perform best for the uncompressed and ε = +2% structures, which have the smallest

energy differences, obtaining the correct sign of the error as well, but fail to capture the correct sign

and are much too large for the remaining ε values. The larger errors nonetheless correctly indicate

more significant disagreement between the ∆SCF result and the result from using Janak’s theorem.

We note that based on a statistical learning based prediction of the bulk modulus [60, 61], the

structures that should be the most stable given the requirement of an applied pressure of 2.8 GPa to

3.5 GPa are the uncompressed and ε = +2% structures, which is verified by QUANTUM ESPRESSO

total energy calculations. As shown in Fig. 3, these most stable structures also responded best to

performing the excited state calculation by replacing the initialization of the charge density from a

superposition of atomic charges with the charge density of the ground state calculation, where the

HOMO contribution is modified according to,

|HOMO〉 → β |HOMO〉+ (1− β) |LUMO〉 , (11)

0 ≤ β ≤ 1. The value of the band-gap for the uncompressed structure using the PBE functional is

3.55 eV and the defect has total spin S = 1/2. The ∆SCF calculations and the differences in ground

state eigenvalues were taken from QUANTUM ESPRESSO.

Based on the computational efficiency of our method for determining the error associated with

using Janak’s theorem demonstrated in Fig. 4, we argue that the approach of using Janak’s theorem

should be acceptable for screening large numbers of potential point defect single-photon emitter

candidates for desired ZPL values. Our approach to the initialization of the charge density also

shows promise for stable structures. A key point is that the search would focus on point defect

candidates with total spin S = 1/2, otherwise more involved group theoretic arguments would be

required to determine the correct many-body hole wavefunction as in the work of Soykal et al. [55].

The band-gap for the uncompressed structure using the HSE06 functional is 4.75 eV and we again find

that the defect has total spin S = 1/2. Using QUANTUM ESPRESSO, the HSE06 calculation yields

a ∆SCF result of 0.1705 eV and a difference in ground state eigenvalues of 0.2676 eV. Performing

the error estimate outlined above yields an error of −0.0876 eV and took under 17 hours in VASP,

while the constrained-occupation calculation for the excited state took over two days in QUANTUM

ESPRESSO. The ∆SCF result for the HSE06 functional is close to the PBE results and we find in the

literature that PBE results for energy differences can sometimes be as accurate as or more accurate
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Z
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(e
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ΔSCF

Janak

FIG. 2. ZPL values in eV, calculated using Janak’s theorem (red) and using the ∆SCF method (green), for
the singly negatively charged calcium vacancy in SiS2 for in-plane ε = ±2%,±5% and for the uncompressed
structure. The error associated with the result from Janak’s theorem was calculated as described in Section
II. The ε = −5% case caused the Ca atom to depart from the position that preserved inversion symmetry
and was therefore not similar to the other structures.

+2%

+5%

0%

2%_

5%_

FIG. 3. Difference in the number of iterations to convergence between the initialization of the charge density
obtained by changing the contribution of the HOMO to the ground state charge density according to Eq.
(11) and the initialization of the charge density based on a superposition of atomic charges. In-plane ε =

±2%,±5% and the uncompressed structure were investigated. The maximum number of iterations was set
at 100, which was attained for both ε = +2% and ε = +5% and explains the plateaus. We took 0 ≤ β ≤ 1

and used increments of 0.01. Data points are indicated by ‘×’ and the dashed lines are a guide for the eye.

than HSE06 ones for two-dimensional materials [62]. Therefore, modeling such materials within the

framework of PBE where computational demands are smaller should suffice for a search.

The DFT partial charge densities obtained for ground hole (LUMO) and excited hole (HOMO)
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This work

FIG. 4. Runtimes for convergence of the constrained-occupation calculation for the excited state (yellow), for
completion of 20 SCF iterations (turquoise) and for calculation of the error associated wth using Janak’s the-
orem using our method (blue). As our error calculations were done using the VASP code and the constrained-
occupation calculations for the excited state were done using the QUANTUM ESPRESSO code, we took
the time for a single SCF iteration for a given system from VASP and multiplied by the number of itera-
tions required for the constrained-occupation calculation for the excited state in QUANTUM ESPRESSO to
converge.

states and differences (LUMO − HOMO) are shown in Fig. 5. The differences show the closeness of

certain LUMO-HOMO pairs. The structure of the defect is four missing atoms, two silicon and two

sulfur, replaced by a single calcium atom such that the resulting point defect is inversion-symmetric,

as confirmed by the partial charge densities in Fig. 5. This inversion symmetry is broken, however,

for in-plane ε = −5%. The lowest formation energy as a function of Fermi level is displayed in Fig.

6 for the uncompressed structure. The plot demonstrates that in sulfur-rich preparation conditions

the introduction of a calcium vacancy actually stabilizes the SiS2 structure with space group P21/c.

Given the fact that the singly negatively charged calcium vacancy only exists for a very limited range

of Fermi level values, it would be necessary to pin the Fermi level at the appropriate value either by

doping the system or by gating as performed for example for graphene [4, 5]. Using a 43Ca atom

instead of a 40Ca atom could also lead to coupling between the nuclear spin and the electronic spin

to implement a long-lived quantum memory realized with the nuclear spin [63].

In sum, the case of the singly negatively charged calcium vacancy in SiS2 confirms that using

Janak’s theorem and the associated error estimation for ZPL calculations is quick and clearly signals

when the theorem is applicable. We have also shown that the full constrained occupation calcula-

tion for the excited state can be completed in some cases with fewer SCF iterations with careful

initialization of the charge density.
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LUMO HOMO DIFFERENCE

0%

+2%

+5%

  2%_

_  5%

FIG. 5. DFT calculated partial charge densities for singly negatively charged calcium vacancy in SiS2 for in-
plane ε = ±2%,±5% and for the uncompressed structure are displayed corresponding to: the LUMO (left),
the HOMO (middle) and the difference between the total charge densities with and without exchanging the
occupations of the HOMO and LUMO (right). The value of ε is indicated to the left of the respective panels.
Sulfur atoms are in yellow, silicon atoms are in blue and the calcium atom is in cyan. Charge accumulation
(depletion) is indicated by translucent yellow (cyan). The isosurface of charge density is 0.0005 e/Å3 for all
plots.

IV. CONCLUSION

In conclusion, we propose the use of Janak’s theorem for ZPL calculations and provide a quick new

method for estimating the associated error. We also outline a new method for reducing the number

of iterations required to converge excited state SCF calculations, compared to the default procedure

for carrying out such calculations. Our ZPL results are consistent with previous experimental work

where available and suggest that considering only ground state eigenvalues in the hole approach is a

computationally efficient way of calculating optical excitation energies of color centers for screening

purposes. Our novel method for initializing the charge density to reduce the number of iterations

required for excited state calculations works well for stable structures. Finally, we propose the

new singly negatively charged calcium vacancy in SiS2, which has the advantage of being inversion-

symmetric. The caveat is that it is not stable for most doping values, but we argue that doping or

gating may help pin the Fermi level at the right value.
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FIG. 6. Formation energy as a function of Fermi level for the calcium vacancy for a PBE DFT calculated
gap Eg = 3.55 eV. The lower line corresponds to sulfur-rich preparation conditions while the upper line
corresponds to silicon-rich preparation conditions. The integers between the lines indicate the most stable
charge state of the defect at the corresponding values of the Fermi level. Calculations were done for the
uncompressed structure.
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