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Predictions of the many-body theory of Fermi-liquids are commonly viewed as trustworthy and
free of significant blank spots. As a rare exception to this belief, here we argue that the sem-
inal Landau’s T 2 scaling describing quasiparticle decay at low temperatures, well established in
three-dimensional Fermi-liquids, undergoes a surprising change in 2D systems. We show that 2D
Fermi-liquids harbor a family of abnormally long-lived excitations with lifetimes that span a wide
range of time scales. It includes, in particular, excitations with lifetimes that exceed by orders of
magnitude the benchmark Fermi-liquid values, with the Landau scaling replaced with T↵, ↵ ⇠ 4. We
evaluate these super-Fermi-liquid lifetimes by a direct method, establishing a link with the collinear
character of quasiparticle scattering. We corroborate these results by an analytic expansion in the
parameter T/TF ⌧ 1 that employs a mapping to a 1D Schroedinger equation for a fictitious parti-
cle in a supersymmetric secanth potential. Excitations with uniquely long lifetimes, resulting from
quenching of the Landau damping, point to new ways of extending coherence in electron systems.

Two-dimensional (2D) metals have long been known
to display quasiparticle scattering of a unique collinear
character, arising due to phase space constraints for scat-
tering at the Fermi surface[1, 2]. These collinear pro-
cesses are generic and largely insensitive to the specifics
of two-body interactions or the details of particle disper-
sion. The unique quasi-one-dimensional behavior arising
from these processes endows the kinetics of 2D fermions
with angular memory and gives rise to peculiar ‘tomo-
graphic’ response e↵ects[3–5]. This behavior calls for a
comparison with one-dimensional (1D) systems, where
collinear scattering renders quasiparticles short-lived, de-
stroying the Fermi-liquid state and replacing it with the
Tomonaga-Luttinger state[6, 7]. Below we argue that
collinear processes in 2D metals take on a role which is a
complete opposite of that in 1D liquids. These processes
give a giant boost to quasiparticle lifetimes and can be
said to produce a “super-Fermi-liquid” that harbors a
unique family of excitations with exceptionally long life-
times, exceeding by orders of magnitude those familiar
from Fermi-liquid theory. The extinction of the Landau
T 2 damping for these excitations points to new interest-
ing ways for extending coherence in electron systems.

The occurrence of new time scales becomes particu-
larly transparent in a 2D metal with an isotropic par-
ticle dispersion and circular Fermi surface, since in this
case di↵erent excitations are associated with di↵erent an-
gular harmonics of Fermi surface modulations evolving
in space and time. In that, the abnormally long-lived
excitations are identified with the odd-m angular har-
monics, whereas the even-m harmonics feature conven-
tional Fermi-liquid lifetimes. As illustrated in Fig.1, at
low temperatures T ⌧ TF these long lifetimes greatly
exceed those in Fermi-liquids and show strong departure
from conventional scaling. The decay rates in Fig.1 are
obtained by a direct calculation that treats quasiparti-
cle scattering exactly, using a method that does not rely
on the small parameter T/TF ⌧ 1. The odd-m decay
rates display scaling � ⇠ T↵ with super-Fermi-liquid ex-
ponents ↵ > 2. In our analysis we find ↵ values close to

FIG. 1. Decay rates for di↵erent angular harmonics of particle
distribution, scaled by T 2, vs. temperature. Double-log scale
is used to facilitate comparison of disparate time scales. De-
cay rates for even-m harmonics obey a T 2 scaling at T ⌧ TF .
Decay rates for odd-m harmonics are suppressed below those
for even m and show “super-Fermi-liquid” scaling strongly de-
viating from T 2. Odd-m decay rates can be approximated as
T↵ with ↵ > 2. An even/odd asymmetry in the rates and the
suppression of decays for odd-m harmonics is seen already at
T . 0.16TF .

4, i.e. the odd-m rates are suppressed strongly compared
to the even-m rates, �odd/�even ⇠ (T/TF )2.

These findings may seem to contradict the well-known
results for excitation lifetimes in 2D Fermi gases found
from Green’s function selfenergy calculations, which
predict that collinear scattering shortens quasiparticle
lifetimes[8–14]. Namely, decay rates predicted in this way
are faster by a log factor log(TF /T ) than the conventional
T 2 rates. The selfenergy approach is therefore conspic-
uously unaware of the existence of the long-lived odd-m
excitations. This may seem surprising also because it is
usually taken for granted that there is a single timescale
that characterizes decay for all low-energy excitations.
However, as made clear by Fig.1, this is very much untrue

ar
X

iv
:2

11
2.

05
07

6v
2 

 [c
on

d-
m

at
.m

es
-h

al
l] 

 3
 F

eb
 2

02
2



2

in 2D, since the odd-m and even-m modes have drasti-
cally di↵erent lifetimes that show di↵erent scaling vs. T .
The conventional selfenergy approach is not well suited
for such a situation, since selfenergy is the quantity which
is most sensitive to the fastest decay pathways. It is prob-
ably for this reason that the long-lived excitations, the
main finding of the present work, have been missed in
the literature despite the 60 years of intense interest in
Fermi liquids.

We also emphasize that, similar to the self-energy
analysis[8–14], the occurrence of long-lived excitations is
a robust property that persists for non-circular Fermi sur-
faces, so long as the distortion away from the circle is not
big. The reason is that the inversion symmetry, when-
ever present, separates modulations of the Fermi surface
into modes of an even and odd parity. The di↵erence in
lifetimes for these mode types is identical to that found
here for circular Fermi surfaces.

It is interesting to note that in some electron sys-
tems collinear dynamics can speed up quasiparticle de-
cay rather than slow it down. Speed-up arises because
collinear scattering, by allowing particles to travel side by
side for a longer time and thereby interact more strongly,
enhances the e↵ective interactions and shortens lifetimes.
This physics is well documented, e.g., for Dirac bands,
where collinear dynamics arising from linear band dis-
persion impacts carrier lifetimes and dynamics [15–22].
In our problem, a di↵erent behavior originates from the
delicate interplay of collinear scattering and phase space
constraints. These e↵ects dominate at a 2D Fermi sur-
face but are of little importance for highly excited states
in Dirac bands.

One more reason for why the long-lived modes have
been missed in the literature undoubtedly lies in the dif-
ficulty of a direct calculation. To gain insight and un-
derstand better the origin of this di�culty we consider
excitations at the Fermi surface in the framework of the
Fermi-liquid kinetic equation. An ingenious approach de-
veloped in Refs.[23–26] allows to tackle the kinetic equa-
tion, linearized near thermal equilibrium at T ⌧ TF ,
bringing it to the form of a time-dependent Schroedinger
equation with a reflectionless secanth potential. This
equation, being exactly solvable, successfully predicts a
T 2 scaling for excitation decay in 3D. However, it fails
when applied in 2D, yielding unphysical vanishing rates.

It is instructive to inspect more closely the exactly-
solvable kinetic equation approach[23–26] and try to un-
derstand why it fails in 2D case. The starting point is
the Fermi-liquid transport equation

df1
dt

+ [f,H] =
X

21020

(w1020!12 � w12!1020) , (1)

where f(p, r, t) is fermion distribution, [f,H] denotes the
Poisson bracket rrfrp✏�rr✏rpf . The right-hand side
is the rate of change of the occupancy of a state p1, given
as a sum of the gain and loss contributions resulting from
the two-body scattering processes 12 ! 1020 and 1020 !

12. Fermi’s golden rule yields

w1020!12 =
2⇡

~ |V12,1020 |2�✏�p(1� f1)(1� f2)f10f20 , (2)

where the delta functions �✏ = �(✏1 + ✏2 � ✏10 � ✏20),
�p = �(2)(p1+p2�p10 �p20) account for the energy and
momentum conservation. The gain and loss contribu-
tions are related by the reciprocity symmetry 12 $ 1020.
Here V12,1020 is the two-body interaction, properly anti-
symmetrized to account for Fermi statistics. Interaction
V12,1020 depends on momentum transfer k on the k ⇠ kF
scale; this k dependence is inessential and will be ignored.
In what follows we consider a spatially uniform problem
setting [f,H] = 0. The sum over momenta 2, 10, 20 rep-
resents a six-dimensional integral over p2, p10 and p20 ,
which is discussed below.
For the states weakly perturbed away from equilib-

rium, (2) can be linearized using the standard ansatz
f(p) = f0(p) � @f0

@✏ ⌘(p). After standard algebra, this
yields a linear integro-di↵erential equation

f0(1� f0)
d⌘1
dt

= Iee⌘, (3)

Iee⌘ =
X

21020

2⇡

~ |V |2F121020�✏�p (⌘10 + ⌘20 � ⌘1 � ⌘2)

Here
P

21020 and |V |2 denote the six-dimensional inte-

gral
R d2p2d

2p10d
2p20

(2⇡)6 and the interaction matrix element

|V12,1020 |2, the quantity F121020 is a product of the equi-
librium Fermi functions f0

1 f
0
2 (1� f0

10)(1� f0
20).

Di↵erent excitations are described by eigenfunctions
of the collision operator Iee, with the eigenvalues giving
the decay rates equal to inverse lifetimes. Because of the
cylindrical symmetry of the problem, the eigenfunctions
are products of angular harmonics on the Fermi surface
and functions of the radial energy variables xi = �(✏�µ):

⌘(p, t) = e��mteim✓�m(x), (4)

where �m and �m(x) are solutions of a spectral problem
��mf0(1� f0)�m(x) = Iee�m(x).
In general, the six-dimensional integral operator Iee

has a complicated structure which is di�cult to ana-
lyze. However, at T ⌧ TF the part of phase space
in which transitions 12 $ 1020 are not restricted by
fermion exclusion is a thin annulus of radius pF and
a small thickness �p ⇡ T/v ⌧ pF . One can there-
fore factorize the six-dimensional integration over p2,
p10 and p20 in Iee into a three-dimensional energy in-
tegral and a three-dimensional angular integral, and in-
tegrate over angles to obtain a close-form equation for
the radial dependence �(x). This is done by noting
that the delta functions �✏�p together with the condi-
tions |p1| ⇡ |p2| ⇡ |p10 | ⇡ |p20 | ⇡ pF imply that the
states 1, 2, 10 and 20 form two anti-collinear pairs

p1 + p2 ⇡ 0, p10 + p20 ⇡ 0 (5)
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The azimuthal angles therefore obey ✓1 ⇡ ✓2 + ⇡, ✓10 ⇡
✓20 +⇡. In a thin-shell approximation �p ⌧ pF , this gives
two delta functions �(✓1 � ✓2 � ⇡), �(✓10 � ✓20 � ⇡) that
cancel two out of three angle integrals in Iee, allowing to
rewrite the quantity ⌘10 + ⌘20 � ⌘1 � ⌘2 as

eim✓10 (�(x10)+(�)m�(x20))�eim✓1(�(x1)+(�)m�(x2)).
(6)

Subsequent steps di↵er for even and odd m, because the
contributions of �(x10) and �(x20) to Iee cancel out for
odd m and double for even m, since F is symmetric in x10

and x20 . Focusing on odd m and carrying out integration
over the angle between p1 and p10 yields

F̃
d�(x1)

dt
= T 2

Z
dx2dx10dx20Fg�x[�(x1)� �(x2)], (7)

where F̃ = f0(1 � f0) and �x = �(x1 + x2 � x10 � x20).
Here T 2 originates from nondimensionalizing the energy
variables xi in the integral and the delta function, the
dimensionless factor g is a result of angular integration,
the quantity F is defined above. Integration over energy
variables x2, x10 , x20 extends throughout �1 < xi < 1,
as appropriate for T ⌧ TF .

This equation, after introducing new distribution as
�(x) = 2 cosh x

2 ⇣(x) and carrying out Fourier trans-
form in the energy variable, ⇣(x) =

R
dkeikx (k), can be

rewritten as a time-dependent Schroedinger equation for
a particle moving in a one-dimensional secanth potential

@t (k) = gT 2

✓
⇡2

2
� ⇡2

cosh2 ⇡k

◆
 (k)� 1

2
 00(k)

�
(8)

(see Supplement). Unlike the 3D case, where after a sim-
ilar transformation the T 2 scaling translates into a T 2 de-
pendence of the decay rates, here the operator in (8) has
a zero mode,  0(k) =

1
cosh(⇡k) . Being a zero mode, this

mode does not relax. The associated �0(x) can be found

from the identity
R
d⇠ e2⇡i⇠y

cosh⇡⇠ = 1
cosh⇡y , giving �0(x) = 1.

Returning to the energy variable, this yields the Fermi-
surface-displacement mode �f(x) = df0/dx = f0(1� f0),
identical for all odd m.

For even m, analysis proceeds in a similar manner,
however it yields a normal T 2 scaling of the decay rates.
This is so because for even m di↵erent terms in (6) are
of equal signs and do not cancel out. As a result, the
lifetimes for the even-m and odd-m harmonics are quite
di↵erent. To capture this di↵erence without running into
the unphysical infinite lifetimes, the zero-thickness ap-
proximation for the active shell at the Fermi surface must
be relaxed. This is di�cult to do in the framework de-
scribed above and one must seek alternative ways.

Here we proceed in two steps, first using the kinematic
constraints to reduce the six-dimensional integral in (3)
to a three-dimensional integral, and then using a suitable
basis of functions to reduce the three-dimensional inte-
grals to one-dimensional integrals. After that, the oper-
ator Iee can be projected on a subspace that represents

FIG. 2. Ingoing and outgoing momenta that contribute to ex-
citation dynamics for a typical scattering processes 12 ! 1020

shown in the inset. The blurred annulus of radius p = pF
and width �p ⇠ T/v is the region near the Fermi surface
where collisions are allowed by fermion exclusion. Kine-
matic constraints select processes in which momenta form
nearly anticollinear pairs 1-2 and 10-20, see (5). Shown is
the vector n, (11), used to parameterize momentum states,

n =
p20�p10
|p20�p10 |

= (cos ✓n, sin ✓n).

adequately the states on the active shell and diagonalized
numerically.
Integration over p2 can be eliminated by a momentum-

conservation delta-function, giving

I[⌘] = �2⇡

~ |V |2
Z

d2p10 d2p20

(2⇡)4
F121020�✏ ·

X0

↵
⌘↵, (9)

where p2 is now a function of the other momenta, p2 =
p10+p20�p1. As above, �✏ denotes �(✏1+✏2�✏10�✏20) andP0

↵⌘↵ stands for ⌘10 + ⌘20 � ⌘1 � ⌘2. Next, we eliminate
the radial integration over |p20 | by canceling it with the
energy delta-function. The expression for the collision
integral then takes the form

I[⌘] = �A

Z
d2p2 d✓n
(2⇡)4

F121020
X0

↵
⌘↵, (10)

where we introduced a temperature-independent con-
stant A = ⇡m|V |2/~3.
Due to momentum and energy conservation, in (10)

the momenta p10 and p20 satisfy the constraints

p10 = p+ + |p�|n, p20 = p+ � |p�|n, (11)

where p± = p1±p2
2 and we introduced a unit vector n =

(cos ✓n, sin ✓n) that parameterizes the outgoing momenta
in the collision process, wherein the incoming momenta
p1 and p2 are taken to be fixed, see schematic in Fig.2.
Next, we choose a basis of functions to represent the

states ⌘(p1) and define a matrix representation for the
linear operator I[⌘p1

]. Di↵erent choices of basis func-
tions have di↵erent computational limitations. Here we
employ, as a basis, the �-functions

⌘k(p) = �(2)(p� k) (12)
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FIG. 3. a) Angular distribution �(✓) for the two-body process of quasiparticle scattering, (23), at di↵erent temperatures.
Restricted phase space gives rise to collinear scattering, producing sharp peaks in the forward and backward directions, ✓ = 0
and ⇡. b),c) The back-scattering peak shows a ⇠ T 2 scaling of the intensity and a ⇠ T scaling of peak width. Temperature
values used: T/TF = 0.0025, 0.005, 0.01, 0.02, 0.04, 0.08, 0.16, 0.32, 0.64, 1.28.

labeled by di↵erent k [for a discussion of normalization,
which depends on the choice of the mesh, see Supple-
ment] This basis combines computational e�ciency with
analytic simplicity. Indeed, the two-dimensional delta
functions, (12), when substituted in the collision opera-
tor, cancel two out of three integrations in

R
dp2d✓2d✓n...

yielding an expression that involves just one integral.
An added benefit of working in the delta-function basis

is that it allows to analytically simplify the expression for
the collision operator, (10). The collision operator can be
written as a sum of four contributions, one for each ⌘↵.
This yields an expression I[⌘] = I1[⌘] + I2[⌘] - I3[⌘] -
I4[⌘] with the individual terms given below:

I1[⌘k] =�A⌘k(p1)

Z
d2p2 d✓n
(2⇡)4

F121020 , (13)

I2[⌘k] =�A

Z
d✓n
(2⇡)4

F121020 , (14)

where I1 and I2 represent the contributions of ⌘1 and ⌘2
in (10) and F , as above, denotes F = f0

1 f
0
2 (1 � f0

10)(1 �
f0
20). In (14) we eliminated two integrals by integrating
over a delta-function. Integrals I3 and I4, which corre-
spond to ⌘10 and ⌘20 respectively, can be written in a
similar way:

I3[⌘k] = �A

Z
d2p2 d✓n
(2⇡)4

F121020 ⌘k(p10), (15)

I4[⌘k] = �A

Z
d2p2 d✓n
(2⇡)4

F121020 ⌘k(p20). (16)

In this case, eliminating integration over p2 by canceling
it with the delta functions ⌘k(p10), ⌘k(p20) is a little more
cumbersome. In the term I4 the �-function constraint is

p20(p1,p2, ✓n) = k, (17)

where the expression for p20 is given in (11). This equa-
tion should be solved for p2(p1,k, ✓n), which is a zero of
the �-function’s argument. To perform integration over
p2 in (16) we use the value p10(p1,k, ✓n) and evaluate the
Jacobian at the zero of the delta function. Conveniently,
Eq. (17) can be solved in a closed form, after which the
first relation in (11) yields

p2(p1,k, ✓n) = 2k � p1 �
(k � p1)

2 n

(k � p1) · n
(18)

p10(p1,k, ✓n) = k � (k � p1)
2 n

(k � p1) · n
. (19)

The Jacobian of a �-finction in I4 is

J =
(@px20 , @p

y
20)

(@px2 , @p
y
2)

=
1

2

((k � p1) · n)2

(k � p1)
2

(20)

(found by linearizing the second relation in (11)). After
handling the contribution I3 in a similar manner, the sum
of I3 and I4 can be simplified to read

(I3 + I4)[⌘k] = �A

Z
d✓n
(2⇡)4

J�1F121020 , (21)

where p2 and p10 are given by Eqs.(18) and (19), and the
Jacobian J is given by (20).
Importantly, evaluating I2, I3 and I4 on a delta func-

tion state, Eq.12, yields smooth functions of p given by
simple 1D integrals. The I1 contribution, to the contrary,
yields a delta function identical to the one in (12), with
a prefactor that is given by a 3D integral. This contribu-
tion describes particle loss from the initial state p1, the
contributions I2, I3 and I4 describe gain.
One peculiar aspect of working with delta functions is a

Jacobian that has a non-analytic structure, (20). We note
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that, while the Jacobian J is zero when condition (k �
p1) ·n = 0 is satisfied, this does not mean that the whole
expression inside the integral is divergent. The behavior
of the integral around the divergent points of a phase
space can be understood by introducing new variables
�p and �, such that �p = |k�p1| and cos� = (k�p1) ·
n/�p. In these variables the Jacobian J can be written
as

J = cos2 �, (22)

an expression that remains finite and non-zero so long as
cos� 6= 0. Therefore, a divergence in the integral in (21)
might occur only when the quantity cos� vanishes. On
the other hand, expressions for p2 and p10 in Eqs.(18)
and (19) have a term (p1 � k) ·n in their denominators,
which is proportional to cos�. Therefore at cos� = 0 the
absolute values of p2 and p10 diverge so that |p2| ! +1
and |p10 | ! +1. This divergence leads to an exponential
decrease of the f(p2) term, which cancels the divergence
of J�1. Therefore, the expression inside the integral has
only an isolated discontinuity point rather than a pole
and therefore the integral has a finite value. Even though
the integral is always integrable, the singularity near p =
k point makes the numerical computation problematic.
We study the impact of the numerical error in forward
scattering in the supplement and find out that it does
not a↵ect the qualitative behavior.

The representation of the collision operator introduced
above can be used to project it on a subspace spanned
by a set of basis functions chosen to provide a su�ciently
good sampling of the active region in momentum space
(the blurred annulus pictured in Fig.2). This yields a
finite-size matrix that can be diagonalized to find the
excitation eigenmodes and their eigenvalues, giving the
decay rates. We have found that, although this direct
approach works, it is more convenient to use a some-
what di↵erent approach to the problem, which employs
the angular distribution of quasiparticle scattering in the
active region near the Fermi surface. The angular dis-
tribution, besides being directly linked to the individual
excitation modes and their lifetimes, as discussed below,
also allows to establish an interesting connection to the
(T/TF )2 log(T/TF ) decay rates found from self-energy
calculations[8–14].

To understand the relation between the angular distri-
bution for quasiparticle scattering and the lifetimes for
di↵erent excitation modes, we consider a beam of test
particles injected in our Fermi gas at an energy near the
Fermi level. Namely, we focus on the angular distribution
of particles emitted after one collision:

f(✓) =

I
d✓0

2⇡
�(✓ � ✓0)fi(✓

0) =
J0
2⇡
�(✓ � ✓i), (23)

where fi(✓) = J0�(✓ � ✓i) describes the injected beam
and the scattering angle ✓ parameterizes the Fermi sur-
face and, for simplicity, we suppressed the width of the
distribution in the radial direction. As discussed above,

excitations with di↵erent lifetimes are represented as nor-
mal modes of the two-body collision operator linearized
in the deviation of the distribution from the equilibrium
state Ifm(✓) = ��mfm(✓), where �m are the decay rates
(inverse lifetimes) for di↵erent excitations. Due to the
cylindrical symmetry of the problem, the normal modes
are the angular harmonics fm(✓) = eim✓ times some func-
tions of the radial momentum variable that we ignore for
the moment. Comparing to Eq.23 we see that the quan-
tities �m are related to the Fourier coe�cients of the
angular distribution,

�(✓) =
X

m

eim(✓�✓i)(�m � �0), (24)

where the term ��0 describes particle loss from the in-
jected beam. We use the basis functions introduced
above to compute �(✓) and then use the relation in (24)
to obtain lifetimes of di↵erent modes.
The angular dependence, shown in Fig.3, features

sharp peaks centered at ✓ = 0 and ⇡ with the angu-
lar widths that scale as T at T ⌧ TF , describing forward
scattering and backscattering, respectively. Interestingly,
the backscattering peak is of a negative sign, representing
backreflected holes. At T ⌧ TF the values �(✓) at generic
✓ are found to scale as T 2/TF , as expected from Fermi-
liquid theory. This behavior is detailed in Fig.3 insets.
Despite the overall T 2 scaling, the decay rates �m for the
odd-m modes, found from the relation in (24), show sig-
nificant departure from the T 2 scaling. The decay rates
for harmonics eim✓ with even and odd m, shown in Fig.1,
are similar at T ⇠ TF but show a very di↵erent behavior
at T < TF . This di↵erence between even-m and odd-m
rates originates from the collinear character of scatter-
ing, manifest in the strong peaks in �(✓) in the forward
and backward directions. The nearly equal areas of these
peaks and the negative sign of the backscattering peak
suppress the odd-m Fourier harmonics of �(✓), giving
small decay rates for these harmonics. The temperature
dependence for the even-m harmonics agrees well with
the T 2 law. The odd-m harmonics, to the contrary, have
decay rates decreasing at low T much faster than T 2. For
these harmonics, the observed scaling is �m ⇠ T↵ with
↵ slightly below 4, which can be described as a “super-
Fermi-liquid” suppression of the decay rates for odd-m
harmonics.
Lastly, it is interesting to mention that collinear scat-

tering, manifest in the sharp peaks in the angle-resolved
cross-section �(✓) at ✓ = 0 and ⇡, is directly responsi-
ble for the log enhancement of quasiparticle decay rates
predicted from the self-energy analysis. Indeed the angle
dependence near ✓ = 0 and ⇡ is of the form �(✓) ⇠ T 2/|✓|
and T 2/|✓�⇡|, with the 1/|✓| singularity rounded on the
scale �✓ ⇠ T/TF , as illustrated in Fig.3 (see above). In-
tegrating the angle-resolved crosssection over ✓ yields a
log(TF /T )T 2 total scattering crosssection.
This illustrates that the abnormally long lived excita-

tions with the decay rates that scale as T 4 rather than
T 2, described in this work, and the seminal log(TF /T )T 2
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decay rates, originate from the same phase-space con-
straints. Restricted phase space renders quasiparticle
scattering a highly collinear process even when the micro-
scopic interactions have a weak angular dependence. The
unusual kinetics originating in this regime, is relevant for
a variety of 2D systems, in particular those where small
carrier density and small kinetic energy make electron-
electron collisions a dominant scattering mechanism that

overwhelms other carrier relaxation pathways.
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Supporting Material for “Collinear scattering and long-lived excitations at a 2D++++ Fermi
surface”

Transforming the collision integral to the partial di↵erential equation

In this section we show the transformation of the collision integral into a second order partial di↵erential equation,
which can be carried out after the integration over angles is separated from the integration over energies.

As a first step, we reverse signs of the 10 and 20 variables: x10 ! �x10 , x20 ! �x20 . This transforms the integral
equation Eq. 7 to

F̃
d�

dt
= gT 2

Z
dx2dx10dx20F121020�

+
x (�(x1)� �(x2)),

F121020 = f0(x1)f0(x2)f0(x10)f0(x20) (25)

where �+x = �(x1 + x2 + x10 + x20). Next we use the identities

Z
dx2dx10dx20f0(x2)f0(x10)f0(x20)�

+
x =

1

2

x2
1 + ⇡2

1 + e�x1
, (26)

Z
dx10dx20f0(x10)f0(x20)�

+
x = � x1 + x2

1� e�x1�x2
(27)

to carry out integration over x2, x10 , x20 in the first term and over x10 , x20 in the second term. This brings the integral
equation to the form

F̃
d�

dt
= gT 2


f0(x1)

1

2

x2
1 + ⇡2

1 + e�x1
�(x1) (28)

+

Z
dx2f0(x1)f0(x2)

x1 + x2

1� e�x1�x2
�(x2)

�
(29)

This equation can be simplified using the substitution

�(x) = 2 cosh
⇣x
2

⌘
⇣(x) =

⇣
ex/2 + e�x/2

⌘
⇣(x), (30)

which gives an equation

d⇣(x1)

dt
= gT 2


x2
1 + ⇡2

2
⇣(x1) +

Z
dx2

x1 + x2

2 sinh x1+x2
2

⇣(x2)

�

Next, we reverse the sign of x2, which brings the integral operator to the form of a convolution, separately for the
even and odd functions ⇣(x2). For an even function ⇣(�x2) = ⇣(x2) we have

Z
dx2

x1 � x2

2 sinh x1�x2
2

⇣(x2).

After Fourier transform ⇣(x) =
R
dkeikx (k) this gives the time-dependent Schroedinger equation with a secanth

potential ⇡2

cosh2 ⇡k displayed in the main text, (31). Physical solutions correspond to the eigenfunctions that are even
in k. The zero mode  0(k) =

1
cosh(⇡k) , being an even function of k, is part of this family. Going back to the x variable

and undoing the substitutions gives the zero mode �0(x) = 1 for all odd m, and �f0(x) = f0(x)(1�f0(x)) as discussed
in the main text.

Analogously, for odd functions ⇣(�x2) = �⇣(x2) upon changing x2 to �x2 a minus sign appears in front of the
integral operator:

�
Z

dx2
x1 � x2

2 sinh x1�x2
2

⇣(x2).
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Carrying out Fourier transform ⇣(x) =
R
dkeikx (k) give a time-dependent Schroedinger equation for a particle

moving in a secanth potential of an opposite sign

@t (k) = gT 2

✓
⇡2

2
+

⇡2

cosh2 ⇡k

◆
 (k)� 1

2
 00(k)

�
(31)

In this case, physical solutions correspond to the eigenfunctions that are odd in k. For a repulsive secanth potential
these functions are in the continuum spectrum and asymptotically have the form of plane waves. This indicates that
the behavior of the eigenfunctions that are odd in x di↵ers from that of the even eigenfunctions discussed above. This
poses interesting questions for future work.

The delta-function basis and an optimized integration mesh

Here we discuss the basis of functions in the momentum space used to represent particle momentum distributions
perturbed by collisions. We describe the reasoning behind our basis choice and the integration mesh used in this study.
In this work we opted for a basis comprised of suitably normalized delta functions. This choice is quite di↵erent from
the more conventional approaches relying on systems of orthogonal polynomials (e.g. see [1]) The delta functions,
being singular functions, may not appear to be a natural choice of a basis. However, in a problem like ours, the delta
functions have distinct advantages, since, after being plugged in Eq.(10) of the main text they considerably reduce
the number of required integrations.

As we observed, the nature of the �-functions allows to eliminate two out of three integrations in three out of
four terms in plugged in Eq.(eqnumber) of the main text. In addition, projection operation is e↵ectively reduced to
computing a value of the function of interest in the corresponding point, unlike in continuous functions bases, where
we need to compute one more integral to perform the projection on the basis function itself. Additional complication
comes from nature of the function inside the integral. At low temperatures it resembles several peaks in its variable
space. This makes the Monte Carlo approach to the integration very hard to apply and pushes us to a mesh-based
definite integration methods. Let us assume we perform the integration with M points in a mesh in momentum
absolute value and with N mesh in angular variables. The computation time of the matrix element in continuous
basis takes O(M2N3) time. A non-diagonal element of the matrix, which is formed by only I2, I3, and I4, in some
�-function basis takes just O(N) time. A diagonal element of a �-function basis, where I1 also has an impact, takes
O(MN2). To solve a linear problem in a �-function basis, we do not need to compute the matrix elements for each
mesh point. As we show below, rotational symmetry of the initial expression allows us to perform the integration
on M2N mesh points instead of M2N2 for any non-diagonal matrix element and M points instead of MN points
for diagonal elements. As takeaway, rotational symmetry of the initial expression allows to circumvent one of the
integrations over ✓. Therefore, the total computation complexity with the �-function mesh is O(M2N2) instead of
O(M2N3) for continuous bases.

With a very specific choice of a smooth basis for this particular problem it is possible to construct a numerical
solution of a the same computational complexity. In particular, one needs to be rigorous in choosing the basis in the
way that the choice would respect both rotational symmetry and properties of the integral. One of the possible ways
to construct such basis is to use the form

fnm(p) = Pn(p)e
im✓F̃ (p), (32)

where p and ✓ are polar coordinates of p, F̃ (p) = f(1� f), and Pn(p) is a polynomial of power n which is chosen to
make fnm(p) to be orthogonal to fn0m(p) when n 6= n0 with respect to the integral inner product. This basis is one
of the optimal basises, since it is both rotationally invariant and spans the region around the Fermi surface, but we
stick to less complex basis of �-functions.

Since computation of the collision integral on the delta-functions is much faster, we will use a sampling of delta-
functions as a subspace basis for computation. We define a set of basis vectors as Kronecker �-functions

|pii = �̃(2)(p� pi)
p
�Vi, (33)

where �Vi = pi �pi �✓i; �pi and �✓i are sizes of the part of momentum space that corresponds to i’th point in polar
coordinates. By �̃(2)(p � pi) in (33) we mean a a function defined on the mesh and that is equal to 0 when p 6= pi,
and is equal to 1/�Vi when p = pi. In the limit of dense mesh function �̃(2)(p� pi) behaves like a Dirac � function.
The square root of phase space element is added to preserve the normalization of the basis to be hpi|pji = �ij with
respect to the inner product in the form of an integral over p.
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We use this basis to represent the operator I as a matrix:

hpi| I |pji ⌘ Iij = I[�(2)(pi � pj)]
p
�Vi �Vj . (34)

By this construction, the expression yields a symmetric matrix. As such it is suitable for computing the angular
distribution for two-body scattering, for which the matrix should be applied to a state that represents the incoming
state. It should be noted, however, that the eigenvectors and eigenvalues describing di↵erent excitations and their
lifetimes are not those of the matrix I. Rather, they should be obtained from a generalized eigenvalue problem
�F̃ (p)| i = I| i with F̃ (p) = f0(1� f0).

On the side, the lowest eigenvalues for each m can be determined more easily from the angular distribution, as
discussed in the main text. This approach was used to obtain the eigenvalues shown in Fig. 5 and Fig. 3 of the main
text. We verified that the direct solution of the generalized eigenvalue problem gives the same eigenvalues, albeit with
a lower accuracy.

Next, we discuss another crucial aspect of our analysis — sampling of the relevant part of the momentum space.
This achieved by constructing a mesh of points on which the delta-function states given in 33 are centered. The mesh
must have a higher density near the Fermi surface and for near-collinear momenta, and also respect the cylindrical
symmetry of the problem. There are several ways through which these requirements can be satisfied. Below we
described the approach that proved particularly useful.

To preserve the rotational invariance of the collision operator, we take the the mesh points on a set of concentric
circles centered at p = 0, as illustrated in Fig.4. The radial momentum components form an equally spaced set of
M points in an interval pmin(T ) < p < pmax(T ) centered at p = pF . To optimize coverage of the phase space within
thermally broadened Fermi surface we used temperature dependence of pmin(T ) and pmax(T ) was optimized defined
by F̃ (pmax, T ) = F̃ (pmin, T ) = ↵, with pmin < pmax and ↵ a small parameter of choice. In this study we used several
values of ↵ and M and came to conclusion that the best choice that allows to achieve reasonable precision is ↵ = 10�3

and M = 40. In cases when there was no lower-limit solution for pmin > 0, the value pmin was set to 0. The choice of
boundaries on the absolute values of momentum in the mesh allows us to focus on the physically interesting region
of the phase space near a Fermi surface where F̃ (p, T ) is not exponentially small. For the temperatures T ⇠ ✏F , the
sampled region was a disc of the radius ⇠ ✏F . For the temperatures T ⌧ ✏F , the sampled region was an annulus of
radius ✏F and thickness of ⇠ T .

We choose a specific mesh point distribution to resemble the properties of the integral as a function of the angle
between momenta pi and pj . To perform the collision operator analysis as a function of the angle, we need to be
able to integrate over an absolute value of momentum (i.e. sum over points with the same angular coordinate and
di↵erent radial coordinates). Because of this, we choose the same angular distribution of points for each circle of
constant momentum absolute value. Assuming the �-function source, we find that at low temperatures most of the
scattering is either near-forward scattering or near-back scattering, and the width of the forward and backward peaks
scales ⇠ T at small temperatures. To describe this highly anisotropic scattering it is beneficial to define mesh that
has a higher density for the angles in the near-forward and near-backward directions. To construct a mesh with such
properties we choose a uniform mesh in angle to account for the general properties of the angular distribution. To
that end, we use a combination of a uniform mesh for the angles away from the collinear and anticollinear directions
✓ = 0 and ⇡ and a denser mesh concentrated in the regions near ✓ ⇡ 0 and ✓ ⇡ ⇡. The width of these two regions
is taken to be a function of temperature proportional to T , which accounts for the forward and backward scattering
distribution becoming sharper as T decreases, as illustrated in Fig. 3 of the main text. The dense forward/backward
mesh is taken to be uniform, comprised of N points. The not-so-dense mesh for non-collinear angles is also taken to
be uniform, comprised of N 0 points. This is illustrated in Fig.4, where the dense and less dense meshes are shown in
di↵erent colors. In our simulation we used N = N 0 = 200.

For a 2D mesh in momentum space we use a direct product of the radial and angular meshes defined as described
above. We denote the mesh points as |pmni ⌘ |pm, ✓ni, where pmn = (pm cos ✓n, pm sin ✓n) and 1 < m < M and
1 < n < N +N 0.

Matrix representation of the linearized collision operator

Here we describe in details the method to obtain the angular distribution from the operator projected on the
functional basis and show the correspondence of these operations to the operations with original collision integral in
the function space.

We choose the source in the form of delta function in an angular space to describe the electron injection along
✓ = 0. The radial distribution for injected electrons is chosen to be proportional to �@f0/@✏. This corresponds to
⌘0(pi, ✓j) ⌘ ⌘0(✓j) = �(✓ � ✓j) when ✓j = 0. To focus on the angular part of the operator, we contract the matrix
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with a column corresponding to ⌘0; this is equivalent to integrating original expression over the radial coordinates of
momenta:

h✓i|I|✓ji ⌘
X

p,p0,✓,✓0

h⌘0(✓i)|p, ✓i hp, ✓|I|p0, ✓0i ⇥ hp0, ✓0|⌘0(✓j)i (35)

Here the summation over p is a summation over all values of pm where 1  m  M , and summation over ✓ is a
summation over all values of ✓n where 1  n  N + N 0. The summation over p and ✓ in (35) corresponds to the
integration over momentum space in the following way:

X

p,✓

h⌘0(✓i)|p, ✓i hp, ✓|I|pm, ✓ni $
Z +1

0
dp p

Z 2⇡

0
d✓ ⌘0(✓i) I[�

(2)(p� pmn)], (36)

Analogous relations can be established for summations over p0 and ✓0.
Note that h✓i|I|✓ji depends only on the angles and does not depend on the absolute values of two momenta anymore.

This happened because we assumed that the source of the injected electrons has �@f/@✏ profile, and we also projected
it onto a �@f/@✏ state. We use this model because we are mainly interested in the decay of the ”near ground state”
modes of Eq. 8 in the main text, which is exactly proportional to �@f/@✏ state. The angular distribution of scattered
particles �(✓i), is obtained by setting ✓j = 0:

�(✓i) = h✓i|I|0i , (37)

The distribution �(✓) is shown in Fig. 3 of the main text.
Initial operator I[�(p� k)](p1) has a rotational symmetry in a sense that the integral is only a function of k = |k|,

p1 = |p1|, and an angle in-between p1 and k. Consequently, the matrix elements h✓i|I|✓ji depend only on the (✓i�✓j)
combination: h✓i|I|✓ji = G(✓i � ✓j). The eigenvalues of such a matrix are readily obtained by applying a discrete
Fourier transform to G(✓). Therefore, the eigenvalues of the operator h✓i|I|✓ji can be obtained in the matrix notation
by transforming �(✓) as

�m =
X

i

e�im✓i�(✓)�✓i. (38)

The quantity �(✓i) has the meaning of the transition rate per unit angle, with the dimensionality of sec�1rad
�1

. The
dependence �(✓) is constrained by particle conservation

X

i

�✓i�(✓i) = 0 (39)

and momentum conservation

X

i

�✓i cos ✓i�(✓i) =
X

i

�✓i sin ✓i�(✓i) = 0. (40)

in two-body collisions. These constraints yield the identities

�0 = �1 = 0. (41)

The accuracy with which these relations hold provides a useful check for the precision of our numerical method. As an
illustration, the eigenvalue �1 is shown in Fig. 1 of the main text (dashed curve). In general �(✓) is a sign-changing
function, with �(✓) < 0 corresponding to the emission of holes in the backward direction. This behavior is illustrated
in Fig. 3 of the main text.
On the side, because of the rotational symmetry we do not need to compute all the entries of the matrix

hpm, ✓n|I|pm0 , ✓n0i. For our purpose it is su�cient to evaluate the vector hpm, ✓n|I|pm0 , 0i, a quantity that for a
rotationally invariant problem contains all the information about the operator and its eigenvalues. Therefore, the
computation complexity of the problem is reduced from being quadratic in the number of angular points N to that
linear in N , while remaining quadratic in the number of radial points M .
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Separating contributions of the backscattering and forward scattering processes

In this subsection we describe the method of separation of the backscattering from more noisy forward scattering
and show that the details of forward scattering has no significant impact on the backscattering. We use this method
to show that the potential numerical problems of our approach described above do not a↵ect the qualitative features
of the back-scattering and the eigenvalue hierarchy of odd and even harmonics. The initial assumption about the
absolute value of the scattering matrix element in |V | = const. Due to computational problems with precision of the
forward scattering, we wish to study a modified potential that would prevent particles from scattering in a forward
direction while keeping the backscattering e↵ect intact. To accomplish this we choose a new 2-particle scattering
potential that would satisfy |V | ⇡ 0 in the vicinity of p1 ⇡ p0

1 and p1 ⇡ p0
2 points. An evample of a gunction that

approaches zero when some p1 ⇡ p0
1 is

g(p1 � p0
1) =

�
1� exp

⇥
�(p1 � p0

1)
2/a2

⇤�
. (42)

We consider 4 values of a = 1, 1/2, 1/4, 1/8 to study eigenvalue dependence on the cuto↵ parameter a. To make the
scattering matrix element to be explicitly symmetric under the time reversal symmetry and particle permutations,
we construct it in a following way:

w(p1,p2,p
0
1,p

0
2) ⇠ |V |2g(p1 � p10) g(p1 � p20)g(p2 � p10) g(p2 � p20) (43)

instead of w(p1,p2,p
0
1,p

0
2) ⇠ |V |2. We use the properly normalized scattering probability element from (43) with

other parameters including temperature, integration mesh, and numerical integration precision being the same. This
calculation repeats all the steps of the main calculation, but takes the transition element to approach zero in the case
of forward scattering, which e↵ectively turns it o↵ and allows to omit the singularity during numerical integration of
Eq. 21 of the main text.

The plot of backscattering �(✓) analogous to Fig. 3 of the main text is shown in Fig. 5. The backscattering with
separated forward scattering in Fig. 5 resembles the same qualitative properties as the backscattering in Fig. 3 of
the main text while showing better numerical results and more abrupt regime change. The distribution enters the
low-temperature scaling regime faster: the angular distribution already reaches T 2 scaling in the amplitude at the
temperature T = 0.32TF , which can be observed at Fig. 5.

The deviation in behavior of the eigenvalues of odd m harmonics from the behavior of eigenvalues of even m
harmonics shows up at the temperatures lower then T = 0.32TF , its behavior can be seen in Fig. 6. Besides the
absence of the forward scattering, such calculation produced result analogous to the main results, which means that
the forward scattering plays little role in creating the hierarchy of eigenvalues.

[1] J. Math. Phys. 52, 063301 (2011); https://doi.org/10.1063/1.3598428 K. Kanki, S. Tanaka, and T. Petrosky, Kinetic equa-
tions for classical and quantum Brownian particles and eigenfunction expansions as generalized functions, J. Math. Phys.
52, 063301 (2011)
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FIG. 4. The mesh in momentum space used in the calculation. The mesh density is nonuniform to achieve better coverage of
angles for the collinear and anti-collinear directions relative to the incoming momentum k. This choice guarantees that the
mesh respects rotational symmetry of the problem. In the actual calculation we used M = 40 radial points, N = 200 azimuthal
points for a less dense mesh (orange points), and N 0 = 200 points for a more dense mesh in the collinear and anti-collinear
direction of k (red points). Accordingly, the total numbers of angles in the collinear and anti-collinear groups was N 0/2; the
total number angles in the non-collinear upper and lower groups was N/2. The radial mesh was chosen to span an annulus
covering the Fermi surface (marked by a bold circle). To account for the strong collinear and anti-collinear contributions in the
two-body scattering, the x, y coordinates are rotated so that the x axis is aligned with the incoming momentum k.

FIG. 5. The angular distribution �(✓) of scattered particles for di↵erent temperatures calculated for a po-
tential that e↵ectively separates forward scattering. The temperatures used in this plot are T/TF =
0.0025, 0.005, 0.01, 0.02, 0.04, 0.08, 0.16, 0.32, 0.64, 1.28. The value of the coe�cient used in (43) is a = 1/2.
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FIG. 6. Eigenvalues for di↵erent harmonics as a function of temperature. Even m eigenvalues show the T 2 scaling with
temperature already at T = 0.16TF . Odd eigenvalues start to diverge from T 2 scaling to faster scaling regimes at temperatures
lower than T = 0.32TF . The back-scattering shows T 2 dependence in the intensity � and T dependence of the width of the
scattering peak.


