Large-scale quantum photonic circuits in silicon
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Abstract: Quantum information science offers inherently more powerful methods for communication, computation, and precision measurement that take advantage of quantum superposition and entanglement. In recent years, theoretical and experimental advances in quantum computing and simulation with photons have spurred great interest in developing large photonic entangled states that challenge today’s classical computers. As experiments have increased in complexity, there has been an increasing need to transition bulk optics experiments to integrated photonics platforms to control more spatial modes with higher fidelity and phase stability. The silicon-on-insulator (SOI) nanophotonics platform offers new possibilities for quantum optics, including the integration of bright, nonclassical light sources, based on the large third-order nonlinearity ($\chi^{(3)}$) of silicon, alongside quantum state manipulation circuits with thousands of optical elements, all on a single phase-stable chip. How large do these photonic systems need to be? Recent theoretical work on Boson Sampling suggests that even the problem of sampling from $\sim 30$ identical photons, having passed through an interferometer of hundreds of modes, becomes challenging for classical computers. While experiments of this size are still challenging, the SOI platform has the required component density to enable low-loss and programmable interferometers for manipulating hundreds of spatial modes.

Here, we discuss the SOI nanophotonics platform for quantum photonic circuits with hundreds-to-thousands of optical elements and the associated challenges. We compare SOI to competing technologies in terms of requirements for quantum optical systems. We review recent results on large-scale quantum state evolution circuits and strategies for realizing high-fidelity heralded gates with imperfect, practical systems. Next, we review recent results on silicon photonics-based photon-pair sources and device architectures, and we discuss a path towards large-scale source integration. Finally, we review monolithic integration strategies for single-photon detectors and their essential role in on-chip feed forward operations.
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1 Introduction

Photons can encode quantum states, and various approaches for universal quantum computation have been proposed that rely on some forms of interactions between these photons. For photons in integrated waveguide circuits, a sufficiently strong interaction may be possible using nonlinearities of single atom-like systems [1–7]. Photon loss and mode distortion [8, 9] can cause gate errors, but heralded gates [10] may help. Alternatively, it was shown by Knill et al. [11] that an effective nonlinear interaction between single photons can be produced by the act of measurement, enabling heralded probabilistic logic gates that can be sufficient, in principle, for fault-tolerant quantum computing by using teleportation and feed-forward. This result motivated more efficient theoretical proposals [12–15] for linear optical quantum computing and related linear optics experiments [16, 17]. Large entangled states may be produced without the demanding feed-forward operations using the percolation approach.
[18], though feed-forward is still necessary in the subsequent cluster state quantum computation [19]. As Boson Sampling [20, 21] does not feed-forward or error correction, it promises a near-term win of a quantum system over classical machines [22], but still requires hundreds of spatial modes [23–26]. Scaling up these approaches, it is necessary to develop photonic systems with hundreds of phase-stable, low-loss, coupled optical modes along with a method for generating many indistinguishable single photons [24, 27]. Because of the need for phase stability between large numbers of spatial modes, chip-integrated approaches are likely necessary [28–30].

Much progress has been made using low index contrast integrated waveguide technologies, such as planar, laser-written silica-on-silicon waveguides, with mode field dimensions similar to those of single-mode optical fibers. Demonstrations include two-photon quantum simulations [31], boson sampling [25, 26, 32–34] in circuits with between 5 and 13 waveguide modes, and up to four photons in each separate mode post-selected controlled-NOT (CNOT) gates [16, 33], quantum teleportation [35] with probabilistic Bell state measurement, and bosonic quantum walks [36] of two photons. Since index contrast determines the size of optical components – for example, through the minimum bending radius enabling total internal reflection – waveguide technologies with higher index contrast are needed to scale to higher component densities.

Nanophotonics in the silicon-on-insulator (SOI) waveguide platform exhibits high index contrast, enabling bend radii down to 2 μm [37], and therefore dramatically reduced component dimensions. In addition, silicon has a large third-order nonlinear coefficient (χ(3)) for implementing photon-pair sources [38–43] and an extensive set of electrically active and passive photonic devices. Recent work has also demonstrated the integration of highly efficient single-photon detectors with silicon quantum photonic circuits [44, 45].

2 Silicon nanophotonics for quantum optics

Silicon photonics benefits from strong backing from industry and academia. This is at least partly due to its compatibility with the fabrication tools, techniques, and test equipment developed by the semiconductor electronics industry and optical fiber telecommunications industry [46]. In addition, silicon photonics fabrication services have become available [47], enabling fabless development of photonic integrated circuits. Recently, silicon nanophotonics has been used for quantum optical experiments [38, 41–44, 48–50] – an application with unique fabrication and design challenges. As summarized in Figure 1, quantum optics applications require low bending loss, propagation loss, waveguide cross-talk, and photoluminescence.

A typical SOI process stack is shown in Figure 1A with a silicon waveguiding layer (n2=3.5 at 1550 nm) between two glass (SiO2) layers (n1=1.54 at 1550 nm), resulting in a high index contrast of 40%, as outlined in Table 1, and subsequently large component densities. High index contrast, coupled with low-loss fabrication processes, enables compact optical components with waveguide bend radii down to 2 μm [37]. SOI nanophotonics platforms have been used to implement systems containing hundreds of optical components on a single chip [48, 57, 58].

The probability of an N-photon coincidence decreases exponentially with normalized transmission probability; therefore, reducing photon loss is critical. In SOI, propagation losses as low as 0.3 dB/cm [51, 59] have been achieved at a wavelength of 1550 nm – a value that is similar to competing photonics technologies outlined in Table 1. Reducing photon loss is an essential requirement in linear optics quantum applications, since error correction of nonheralded photon losses is extremely challenging [27]. Improved fabrication processes, such as surface oxidation [53], may enable further reductions in photon loss.

3 Large-scale linear optical circuits

To date, the majority of integrated quantum optical experiments have been performed using waveguide circuits that effectively constitute N-port interferometer circuits that perform unitary transformations on N spatial modes. Reck et al. [60] showed that any element of the U(N) group can be decomposed into a succession of N(N-1)/2 individual U(2) elements. If each of these U(2) elements is implemented by an electrically tunable Mach-Zehnder interferometer with at least two phase shifters – a reconfigurable beamsplitter (RBS) as shown in Figure 2A – then the entire U(N) transformation can be implemented in a fully reconfigurable way, as shown in Figure 2B. The first such circuits to program arbitrary single-photon unitary transformations were recently demonstrated [33, 48]. Besides applications for quantum information processing, recent proposals have investigated classical applications of such circuits [61, 62].

The RBS can be realized using two 50% reflectivity beamsplitters with adjustable internal and external phase
shifters and is described by the linear-optical Bogoliubov transformation:

$$U_{\text{RBS}} = \begin{bmatrix} e^{i\phi}\sin(\Theta) & e^{i\phi}\cos(\Theta) \\ \cos(\Theta) & -\sin(\Theta) \end{bmatrix},$$

(1)

where $\Phi$ is the phase differential between the two external arms of the Mach-Zender Interferometer and $\Theta$ is the phase differential between the two internal arms. The external phases of RBSs in consecutive layers can be combined into one differential phase $\delta$, thereby enabling any rotation in $SU(2)$.

The ability to generate arbitrary linear-optical circuits in the spatial-mode basis comes at the cost of control complexity. For example, an arbitrary $U(20)$ transformation would require 190 RBS unit cells, each with two electronically controlled phase shifters, totaling 380 electrical connections. The electrical control circuitry of this magnitude typically requires the design of custom control systems [33, 48].

Figure 3A shows a programmable quantum photonic processor (QPP) fabricated in the OpSIS silicon nanophotonics foundry [52]. The QPP consists of a mesh of 56 electronically tunable RBS unit cells with an average measured visibility of 0.9993±0.0002 [48] and an on-chip loss of <2 dB, excluding the one-time, off-chip coupling losses. The majority of on-chip loss is attributed to a waveguide propagation loss of 2.4 dB/cm [52]. Each RBS unit cell, shown in Figure

---

**Table 1:** Summary of integrated photonics platform parameters.

<table>
<thead>
<tr>
<th>Material system</th>
<th>$\lambda$</th>
<th>Photoluminescence</th>
<th>Loss (dB/cm)</th>
<th>$\Delta n$ (%)</th>
<th>Fabrication complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOI</td>
<td>Near IR</td>
<td>Indirect</td>
<td>2.4–0.3 [51, 52]</td>
<td>40</td>
<td>Low</td>
</tr>
<tr>
<td>Silica-on-silicon</td>
<td>Near IR</td>
<td>–</td>
<td>0.1 [5]</td>
<td>0.5</td>
<td>Low</td>
</tr>
<tr>
<td>$\text{Si}_3\text{N}_4$</td>
<td>Visible, near IR</td>
<td>Yes</td>
<td>1.5 [53]/5×10$^{-4}$ [54]</td>
<td>18</td>
<td>Medium</td>
</tr>
<tr>
<td>$\text{LiNbO}_3$</td>
<td>Near IR</td>
<td>No data</td>
<td>10–0.6 [55]</td>
<td>29</td>
<td>High</td>
</tr>
<tr>
<td>InP</td>
<td>Near IR</td>
<td>No data</td>
<td>&gt;2 [56]</td>
<td>Varies</td>
<td>Medium</td>
</tr>
</tbody>
</table>

Index contrast is calculated as $\Delta n = (n_{\text{core}}^2 - n_{\text{clad}}^2)/(2n_{\text{core}}^2)$ and serves as a predictor for optical component density. IR, infrared.
Figure 2: A programmable photonic circuit. (A) RBS unit cell. (B) Mesh of RBS unit cells implementing an arbitrary four-dimensional, single-particle unitary transformation. (C) Footprint for an embedded postselected CNOT gate with control and target modes labeled as $|c_0\rangle$ and $|t_0\rangle$, respectively [28]. (D) Footprint of circuit for exploring quantum transport phenomena [49].

Figure 3: Optical micrographs of QPP fabricated in a silicon photonics platform. (A) The QPP measures 4.9 mm by 1.7 mm and is composed of 56 Mach-Zehnder interferometers, 213 phase shifters, and 112 directional couplers. The average RBS visibility was measured to be 0.9993±0.0002. (B) Single RBS unit cell with two internal and two external low-loss phase shifters. (C) RBS unit cell test structure without phase shifters. Waveguides and directional couplers are shown.

3B and C, contains four thermo-optic phase shifters [63] and two 50:50 splitting ratio directional couplers. The QPP phases can be programmed on microsecond timescales [63]. High-speed phase modulators are available in the silicon photonics platform with switching rates of tens of gigahertz [64], although insertion losses limit their usage for quantum optics. The fast reconfigurability of this circuit enables experiments that explore many different phase settings,
such as modeling of quantum transport phenomena [48]. Using a reconfigurable silica circuit with six modes, Carolan et al. [33] recently demonstrated boson sampling with a six-photon state. Generalized quantum photonic circuits such as this silicon-based circuit, or silica-based circuits [33], may shorten the time between theoretical conception and experimental realization for a wide range of quantum photonic protocols, including boson sampling, gate model quantum computing, and quantum simulation.

Practical integrated photonic RBS unit cells suffer from nonidealities due to variations in the splitting ratio of the 50% reflectivity beamsplitter, propagation losses associated with phase shifting elements and waveguide imperfections and imbalances that can reduce interferometric visibility.

Fixed-reflectivity beamsplitters in integrated photonic platforms can be implemented by nearly lossless evanescent mode coupling between nearby waveguides [65]. Evanescent mode couplers are inherently dispersive, with a power splitting ratio that varies as \( \sin^2(\pi L\Delta n/\lambda_0) \), where \( \Delta n \) is the effective index difference between the super mode between the two waveguides and a single waveguide mode, \( L \) is the adjacency length, and \( \lambda_0 \) is the free space wavelength. Variation in the ideally 50% reflectivity beamsplitters limits the interferometric visibility of the RBS unit cell and the precision with which it can implement certain two-mode transforms including direct routing or swapping the input.

In silicon, phase modulation is achieved using either plasma dispersion [66] or the relatively strong thermo-optic effect; strained silicon can also exhibit an electro-optic effect [67]. Plasma dispersion modulators can reach speeds of several tens of gigahertz [60, 68]. Unfortunately, plasma dispersion is an inherently lossy phase modulation mechanism since a change in the refractive index caused by a free-carrier concentration change also results in a change in absorption [69]. While thermal time constants in SOI are generally in the microsecond range, small temperature changes produce large phase shifts \((\Delta n/\Delta T=1.86 \times 10^{-4} \text{K}^{-1})[59]\) – enabling low-loss phase shifters measuring just a few tens of microns [59, 70].

Small phase differences caused by waveguide edge-wall roughness are accumulated throughout an interferometer mesh, resulting in an initially unknown unitary evolution. Recent theoretical work has considered the problem of characterizing such systems using single- and two-photon interference [48, 56, 71, 72]. While the exponential reduction in multiphoton coincidence rates associated with uniform loss cannot be corrected post fabrication, the operational fidelity of a quantum circuit program in the QPP architecture can be greatly improved using nonlinear optimization techniques [68]. Figure 4A–D shows 1000 (300) instances of CNOT [16] (controlled-phase [CPHASE] [17]) gates programmed into nonideal QPPs. Before nonlinear optimization (shown in light gray in Figure 4A and C), the average CNOT (CPHASE) gate fidelity was 94.52% (92.22%). After optimization, average gate fidelities (shown in dark grey in Figure 4A and C) of 99.99% were achieved for both CNOT and CPHASE gates.

4 Single-photon and multiphoton sources

4.1 Spontaneous four-wave mixing in silicon

Indistinguishable photons are an essential resource for many photonic quantum information processing protocols [73]. A range of phenomena enabling single-photon and multiphoton generation are being developed, including parametric processes in nonlinear crystals and on-demand single-photon sources based on semiconductor quantum dots. The former photon generation process is stochastic, yet readily available in standard integrated photonics material systems; the latter process can be near-deterministic, but challenges remain with regards to large-scale integration.

Silicon has a large third-order nonlinearity (\(\chi^{(3)}\)) that enables photon-pair generation by spontaneous four-wave mixing (SFWM), as outlined in Figure 5A–C. SFWM can be used as either a stochastic source of entangled photon pairs or a heralded source of single photons.

Mathematically, SFWM is described via the following nonlinear Hamiltonian,

\[
H_{NL} = \hat{a}_p^\dagger \hat{a}_s^\dagger \hat{a}_i^\dagger + h.c.
\]

where \( \hat{a}_p, \hat{a}_s, \hat{a}_i \) are the pump field annihilation operator and signal and idler creation operators, respectively. The Hermitian conjugate (h.c.) term describes the reverse process. These processes conserve both energy and momentum, satisfying \( 2\omega_p = \omega_s + \omega_i \) as shown in Figure 5A, and \( 2k_p = k_s + k_i \) (phase-matching). Due to the squared dependence of the SFWM process on the pump field intensity [74], much work has focused on developing field-enhancing photonic structures.

4.2 Photonic structures

Demonstrations of structures that enhance photon generation rates via SFWM include rectangular waveguides
Figure 4: Improving postselected CNOT and CPHASE gate fidelities with a nonlinear optimization algorithm. (A) Performance of the CNOT gate program in a realistic simulation of the QPP architecture. Light and dark grey histograms plot fidelity before and after optimization of phase settings. (B) The CNOT gate flips the state of a target qubit $|t\rangle$ if and only if a control qubit $|c\rangle$ is present. (C) Preoptimization and postoptimization results for the CPHASE gate program within simulated QPPs. In each simulation, reported fidelities are the minimum over six different choices of the phase applied by the controlled operation, equally distributed from 0 to $2\pi$. (D) The CPHASE gate applies a phase shift to a target qubit $|t\rangle$ if and only if a control qubit $|c\rangle$ is present.

Figure 5: Integrated SFWM structures. (A) SFWM process. Two photons of energy $h\omega_p$ are annihilated, creating a pair of quantum-correlated photons of energies $h\omega_i$ and $h\omega_s$, respectively. (B) Schematic comparison of photon-pair intensity to the pump field, which is typically a factor of $10^9$ higher intensity. (C) Ideal model of a photon-pair source based on SFWM. A pump field is incident on a $\chi^{(3)}$ nonlinear crystal; the photon pair at the output is spatially demultiplexed and the pump field is not present. (D–F) Integrated SFWM structures used to enhance the pump intensity, resulting in a higher photon-pair output flux for a given input pump flux with respect to bulk-optical implementations. (E) A slow-light photonic crystal structure with a high group index increases the nonlinear interaction time, giving rise to a higher output flux intensity. (F) A microring resonator structure integrates the pump field, resulting in a higher output flux intensity.
[42, 49, 75, 76], slow-light photonic crystal structures [50, 77–79], and microring resonators [38, 41, 43, 80–88]; see Figure 5D–F. As SFWM involves the annihilation of two photons, pair generation rates scale with the square of the optical intensity. With standard single-mode waveguide geometries of 500 nm by 220 nm, optical intensities in integrated structures are enhanced by the inverse of the effective mode area [70] with respect to bulk-silicon SFWM pair sources.

In slow-light photonic crystal SFWM sources, shown in Figure 5E, the pump field group velocity \( v_g = c/n_g \) is reduced with respect to the bulk phase velocity \( v_p = c/n_p \). Photon-pair generation rates in these structures scale as \( S^4 \), where \( S = n_p/n_g \) is the slow-down factor [50, 89, 90], with one factor of \( S^4 \) associated with an increased accumulated nonlinear phase shift and another factor of \( S^2 \) resulting from spatial compression of the electromagnetic field.

In microring resonator-based SFWM sources, shown in Figure 5F, the pump field is evanescently coupled into a cavity formed by a waveguide loop, or ring. The cavity supports a set of resonances spaced by \( \Delta \lambda = \lambda_0 / (2 \pi r) \), where \( \lambda_0 \) is the center wavelength and \( r \) is the ring radius. Pair generation rates are enhanced as \( Q^2 R^2 \), where \( Q \) is the quality factor of the microring resonator and \( R \) is the ring radius [38, 43, 80, 91].

4.3 Photon-pair sources for large-scale systems

To allow SWFM sources to be integrated with detectors, the pump light needs to be filtered on-chip. This is challenging, as the pump field intensity is typically 100 dB or more above the signal and idler field intensities. Experimental demonstrations of SFWM photon-pair sources have relied on the use of bulk-optical components for pump field filtering – an approach that becomes challenging for large numbers of photon-pair sources both due to off-chip coupling losses and implementation complexity. Recent work has taken steps toward addressing these challenges, demonstrating 95 dB of pump field isolation on-chip [38].

Figure 6 shows a SFWM circuit fabricated in a complimentary metal-oxide semiconductor (CMOS)-compatible silicon photonics process [38, 58]. The operation of the circuit is schematically shown in Figure 6B. The pump field is coupled onto the chip using grating couplers and subsequently routed to a critically coupled, electrically tunable microring resonator with a loaded \( Q \) of \( \approx 40,000 \), where signal and idler photons are generated. The pump field, which has been attenuated by the pair-generation ring extinction ratio, and photon pairs then pass through a distributed Bragg reflector, which rejects the pump wavelength by 65 dB. Finally, the signal and idler photons are demultiplexed using thermo-optically tunable microring resonators acting as add-drop filters, which further attenuate the pump below that of the signal and idler fields, as illustrated in Figure 6B. Internal pair generation rates of 10 MHz with a coincidence-to-accidental ratio of 50 were achieved – limited by two-photon absorption in silicon, which can be mitigated using carrier-depletion techniques [92]. Isolation of unguided pump light from out-coupling ports is challenging and can be a limiting factor in achieving pump extinction ratios exceeding 100 dB. In the experiments reported in Ref. [38], photon pairs were generated on chip and then transferred to a second chip using single-mode, polarization-maintaining optical fibers, which included another distributed Bragg reflector resulting in a total pump isolation of more than 150 dB.

Approaching the ideal SFWM photon-pair source “black-box” in Figure 5C with complete pump filtering, spatial de-multiplexing of photon pairs, and high pair-brightness is within the reach of current integrated photonics technologies. Further, the nondeterminism of SFWM-based single-photon sources may be improved through the use of temporal-multiplexing schemes. In such schemes, one of two photons generated by a photon-pair source is sent to a single-photon detector – heralding the temporal position of the other photon. By using a switch and photon storage element, such as a fiber delay line or an optical cavity, the remaining photon can be multiplexed onto a targeted time window – increasing the probability of finding a photon in a desired time bin. There have been a number of theoretical proposals [93, 94] and recent experimental demonstrations [95–98] of temporal multiplexing. In addition to temporal-multiplexing schemes, spatial-multiplexing schemes have been proposed [99, 100] and demonstrated [50, 101] in order to reduce the probability of multipair emission events, which reduce the determinism of \( \chi^2 \)- and \( \chi^4 \)-based single-photon sources.

5 Single photon detection

Single-photon detection at 1550 nm has been performed using off-chip InGaAs single-photon avalanche detectors, superconducting nanowire single-photon detectors (SNSPDs), and superconducting transition edge sensors [102]. Off-chip detection has several downsides, including...
loss associated with coupling out of a chip (an effective detection efficiency reduction), electronic delay, and wiring complexity. Monolithic integration of single-photon detectors with integrated photonic circuits containing electro-optically active components could enable feed-forward by reconfiguring optical paths in response to the detection of one or more photons, as required for scalable linear optics quantum computing.

Among single-photon detection technologies, SNSPDs are particularly attractive. Recent experimental work on tungsten silicide SNSPDs has shown 90% detection efficiencies [103]. In the niobium nitride material system, SNSPDs with jitter below 30 ps [104] and count rates in the gigahertz range [105] have been shown. However, the integration of multiple high-efficiency SNSPDs into integrated photonics platforms has proven challenging [106, 107]. Low system yield has prompted new strategies for integrating SNSPDs into photonic circuits, including micrometer-scale flip-chip techniques, in which only high-performance SNSPDs are selected for integration onto photonic circuits, resulting in a yield improvement.

Figure 7 shows SOI circuits with many integrated niobium nitride SNSPDs and outlines the micron-scale flip-chip process [44]. Each SNSPD shown was evaluated in a cryostat and selected for high performance
before being integrated with a quantum photonic circuit. This technique was used to assemble a proof-of-concept system with two input ports coupled to 50:50 beamsplitters with a detector on each of the output ports – enabling the first on-chip second-order correlation function $g^{(2)}(\tau)$ measurements. The inputs were excited with photon pairs generated by an off-chip spontaneous parametric down-conversion source, revealing photon-bunching in the on-chip detection statistics. In the same paper, a silicon quantum photonic circuit with 10 niobium nitride SNSPDs, each with sub-50 ps jitter, was demonstrated (see Figure 7).

6 Outlook

Photonic quantum technologies have progressed rapidly in recent years. Recent studies on resource requirements of scalable linear optics quantum computing [27] and all-optical quantum repeaters [108] suggest that these systems will require a large number of photonic elements. While new protocols for the efficient generation of cluster states based on percolation theory [18, 109, 110] may reduce these resource requirements and the number of feed-forward elements, large unitary transformations on many optical modes will still be necessary. Even in boson sampling, recent predictions indicate a crossover to the postclassical computing regime for between $n=20$ and 30 photons populating $m \gg n$ modes [24–26].

Compact, low loss, and gigahertz-rate modulators remain an elusive building block for linear optics quantum computing; they are at the center of proposals for realizing error tolerant quantum photonic circuits [27, 108]. In silicon, lossless modulation at high speed is particularly challenging, since high-speed modulation is achieved using the inherently lossy plasma dispersion effect [62]. Additional scaling of these systems may require low-loss coupling to large numbers of waveguides and the integration of many high-efficiency single photon detectors. Experimental demonstrations of large unitary evolution circuits [33, 48], chip-to-chip

![Figure 7](image-url)
quantum state transfer [38, 49], fast all-optical switching [111], and the integration of many SNSPDs on a single silicon chip [44], along with recent theoretical proposals for more resource-efficient linear optical quantum computing [18, 110], may soon enable the demonstration of large-scale linear quantum optics circuits that are hard to simulate on classical computers.
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