How Carbon Vacancies Can Affect the Properties of Group IV Color Centers in Diamond: A Study of Thermodynamics and Kinetics
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Recently there has been much interest in using Group IV elements from the Periodic Table to fabricate and study XV color centers in diamond where X = Si, Ge, Sn, or Pb and V is a carbon vacancy. These Group IV color centers have a number of interesting spin and optical properties which could potentially make them better candidates than NV centers for important applications in quantum computing and quantum information processing. Unfortunately, the very same ion implantation process that is required to create these XV color centers in diamond necessarily also produces many carbon vacancies (VC) which can form complexes with these color centers (VC−XV) that can dramatically affect the properties of the isolated XV color centers. The main focus of this work is to use density-functional theory (DFT) to study the thermodynamics and kinetics of the formation of these VC−XV complexes and to suggest experimental ways to impede this process such as varying the Fermi level of the host diamond material through chemical doping or applying an external electrical bias. We also include a discussion of how the simple presence of many VC can negatively impact the spin coherence times (T2) of Group IV color centers through the presence of acoustic phonons.
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I. INTRODUCTION

Solid state single photon emitters (SPEs) have become important systems in both basic and applied research because of their important applications in quantum computing, quantum metrology, and quantum information processing.\textsuperscript{1–6} The most studied SPE to date is the negatively charged nitrogen vacancy (NV\textsuperscript{−}) in diamond which can be made by replacing one carbon atom with a nitrogen atom, removing a neighboring carbon atom to form a vacancy, and then adding an electron to the system (see Fig. 1(a)). The NV\textsuperscript{−} color center has an electron spin with an excellent spin coherence time ($T_2$) even at room temperature\textsuperscript{7} and this spin state can be prepared, manipulated, and read out using light and radio-frequency fields. While the spin coherence time of NV\textsuperscript{−} can be negatively affected by coupling to the $^{13}$C nuclear spins in the local environment of the diamond host material,\textsuperscript{8} the question of how a NV\textsuperscript{−} center can couple to or decouple from its neighboring nuclear spins has been studied as a means of implementing multi-qubit registers.\textsuperscript{9} Regarding the optical properties of the NV\textsuperscript{−} center, unfortunately only about 4\% of the fluorescence is found in the zero-phonon line (ZPL).\textsuperscript{10} Another problem with using the NV\textsuperscript{−} color center as a viable SPE is that it has an electric dipole moment thus making it susceptible to external noise and local fields thus causing broadening in the transition level inhomogeneities. One way to solve this problem is to consider solid state SPEs which have inversion symmetry and therefore lack a dipole moment making them insensitive to external fields.

In a quest to identify a suitable solid state SPE with inversion symmetry, there has been a considerable amount of both experimental and theoretical work in the literature on SiV color centers.\textsuperscript{11–32} The SiV centers in diamond can be formed by removing two adjacent carbon atoms along the <111> lattice direction and inserting an interstitial Si atom midway along this direction between the two vacant sites (see Fig. 1(b) where $X = Si$). While the fluorescence of the charge state SiV\textsuperscript{−} color center is quite an improvement from the NV\textsuperscript{−}, with 60\% of its luminescence now seen in the ZPL, it has a much shorter spin coherence time than the NV\textsuperscript{−}. It has been demonstrated that by applying strain on the SiV\textsuperscript{−} one can enhance its spin coherence time.\textsuperscript{33} The neutral charge state color center SiV\textsuperscript{0} has also been extensively studied since it is expected to have an intrinsically longer spin coherence time than the SiV\textsuperscript{−}.\textsuperscript{28,31}

One can explore other color centers beyond SiV and its various charge states by considering the general class of XV color centers, where $X$ is a Group IV element ($X = Ge$, Sn, or Pb) and $V$ is a carbon vacancy in the diamond structure. Group IV color centers are particularly inter-
esting choices for solid state SPEs because the selection of heavier elements for X results in a larger energy split in the ground state for the singly negatively charged color center which will increase their spin coherence time even at higher temperatures.\textsuperscript{34} These XV color centers would also possess inversion symmetry and thus potentially be better candidates for SPEs than the NV\textsuperscript{−} in diamond. Recently, a new Group IV color center in diamond, the GeV\textsuperscript{−}, has been produced by ion implantation and chemical vapor deposition techniques\textsuperscript{35} and also by using a microwave plasma chemical reactor.\textsuperscript{36} The GeV\textsuperscript{−} color center has a structure very similar to SiV\textsuperscript{−} and it has a sharp and strong ZPL at 602 nm at room temperature. Subsequent experiments have spectroscopically confirmed that GeV\textsuperscript{−} is a promising candidate for a SPE.\textsuperscript{37–43} The SnV\textsuperscript{−} color center has been created and identified at room temperature and it has a geometry similar to GeV\textsuperscript{−} and a photoluminescence spectrum that shows a sharp ZPL at 619 nm.\textsuperscript{34,44} SnV\textsuperscript{−} centers have also been created under high pressure\textsuperscript{45,46} and can be used in luminescent thermometry.\textsuperscript{47} As demonstrated for NV\textsuperscript{−} centers, it is possible to structurally confine SnV\textsuperscript{−} color centers to reside within diamond nanopillars and thus enhance their optical properties.\textsuperscript{48} Finally, the PbV\textsuperscript{−} color center has been fabricated and characterized as a SPE with a structure similar to that of the SiV\textsuperscript{−}, GeV\textsuperscript{−} and SnV\textsuperscript{−} centers, though there is disagreement in the literature as to the value of its ZPL with measured values of 520 nm\textsuperscript{49} or over 550 nm\textsuperscript{50} and a predicted value of 517 nm.\textsuperscript{49,51}

In this paper we will explore how a single carbon vacancy (V\textsubscript{C}) can affect the properties of XV color centers in diamond. Let us first, however, review how single carbon vacancies can affect NV\textsuperscript{−} color centers in diamond. Indeed, to generate these NV\textsuperscript{−} centers, atomic and molecular nitrogen ions (e.g. \textsuperscript{15}N\textsuperscript{+} and \textsuperscript{15}N\textsubscript{2}\textsuperscript{+}) are introduced at low to high energies (2 keV - 2 MeV) in a host diamond material where they substitutionally replace carbon atoms.\textsuperscript{52–58} This process produces a large number of single carbon vacancies throughout the crystal especially along the pathway of the implanted nitrogen ions. Subsequent annealing of the host diamond material at high temperature eliminates many of these newly created carbon vacancies, while others can diffuse towards the implanted nitrogen atoms to form the desired NV\textsuperscript{−} color centers. Unfortunately, the remaining single carbon vacancies in the host material can cause several problems for these newly created NV\textsuperscript{−} color centers. One issue is that a V\textsubscript{C} can form a complex with a NV\textsuperscript{−} color center (e.g. V\textsubscript{C}−NV\textsuperscript{−}), thus affecting its optical properties by quenching its fluorescence (an issue that becomes more prevalent the heavier the color center).\textsuperscript{56} Another problem occurs when single carbon vacancies combine to form paramagnetic clusters of various shapes and sizes (V\textsubscript{C})\textsubscript{n=2,3,...} which can interfere with the spin of the NV\textsuperscript{−} centers thus decreasing their spin coherence times.\textsuperscript{59–61} A
clever way of eliminating the formation of vacancy clusters when creating NV− centers in diamond has been recently proposed.62 By charging the vacancies in the space charge layer of free carriers generated by a boron-doped diamond structure, the formation of thermally stable paramagnetic di-vacancy complexes (V2) was suppressed resulting in a tenfold-improved spin coherence time for the color centers and a twofold-improved formation yield of nitrogen vacancy centers in diamond. We believe that all of these concerns would also apply for the carbon vacancies which were generated during the formation of XV color centers.

As a first step in understanding how carbon vacancy clusters can affect the properties of XV color centers in diamond, we consider in this paper the simplest example of a carbon vacancy cluster, the single isolated VC in diamond, and study the thermodynamics of the formation of a VC−XV complex using density-functional theory (DFT). We compute the diffusion barrier height of an isolated VC in diamond and study how it is altered in the presence of a nearby XV color center. As motivated by the work on carbon vacancy clusters on the NV− center,62 we then model the formation of the VC−XV complex as a function its charge state and the Fermi level of the host diamond material. These results might propose ways to mitigate the formation of VC−XV clusters by simple electromagnetic and chemical considerations under certain doping conditions. Finally, we address the problem that while acoustic phonons can have a detrimental effect on the spin coherence times of XV color centers, and the NV− color center as well, this effect can be mitigated by varying the density of carbon vacancies in the host diamond material.

In this paper we first review and discuss methods we will use in our computations (Section II). In Section III we use DFT to compute the optimized geometries (Section III A) and formation energies and charge transition levels (Section III B) for the isolated VC, the NV defect, and the XV defects as well, where X is a Group IV element (X = Si, Ge, Sn, or Pb). Our calculated results in Section III are also compared with available experimental and theoretical results. In Section III C we compute the lowest energy diffusion pathway for an isolated VC and determine its diffusion barrier height and demonstrate that it is a function of the charge state of VC and thus the Fermi level of the host material. In an effort to evaluate the ease with which the VC−XV complex can form kinetically, in Section III D we then study the effect of a neighboring XV color center on the diffusion barrier height of a VC as a function of the charge state of the VC and the Fermi level of the host material. Since we show in this paper that the formation energies for the isolated VC and the isolated XV color center depend on both their individual defect charge states and the Fermi level of the host material, we develop in Section III E a detailed model which will enable us to compute
the formation energy of a $V_C$–$XV$ complex while ensuring charge conservation for the system. In Section III F we propose a model to explore the effect of carbon vacancies on the acoustic phonons of the host diamond material and how this could affect the spin coherence time of $XV$ color centers and then summarize the conclusions of this work.

II. COMPUTATIONAL METHODS

We performed first-principles DFT calculations for the various defect structures using the VASP code.\textsuperscript{63–65} For the exchange-correlation energy of electrons we use the generalized gradient approximation (GGA), as parametrized by Perdew, Burke and Erzenhof (PBE).\textsuperscript{66} The atomic positions were relaxed until the magnitude of the Hellmann-Feynman forces was smaller than 0.01 eV $\cdot$ Å$^{-1}$ on each atom and the lattice parameters were concurrently relaxed. The wavefunctions were expanded in a plane wave basis with a cutoff energy of 600 eV and a Monkhorst-Pack grid of $18 \times 18 \times 18$ k-points was used for integrations in reciprocal space for the stoichiometric conventional unit cell. The relaxed lattice parameters of the stoichiometric conventional unit cell were then used for all other structures. As a test of the level of convergence of energies and structural features, we checked that the increase in grid size from $12 \times 12 \times 12$ to $18 \times 18 \times 18$ and in cutoff size from 400 eV to 600 eV caused a change in the total energy of less than 0.02 eV and a change in the lattice constants of less than 0.01 Å. Formation energies and transition states were calculated using a supercell with 216 atoms ($3 \times 3 \times 3$ multiple of the conventional unit cell) with appropriately scaled k-point grids and a cutoff energy of 400 eV. Supercells that were a $4 \times 4 \times 4$ multiple of the conventional unit cell were also investigated to check the convergence of the results.

The formation energies of $XV^{(q)}$ ($X = N, Si, Ge, Sn, Pb$) in various charge states were calculated according to the formula,\textsuperscript{67,68}

$$E_f(q) = E_{\text{def}}(q) - E_0 - \sum_i \mu_i n_i + q(E_{\text{VBM}} + E_F) + E_{\text{corr}}(q)$$

(1)

where $q$ denotes the charge state, with $q \in [-3, +2]$, $E_{\text{def}}(q)$ is the total energy for the defect supercell with charge state $q$, $E_0$ is the total energy for the stoichiometric neutral supercell, $\mu_i$ is the chemical potential of atom $i$, $n_i$ is a positive (negative) integer representing the number of atoms added (removed) from the system relative to the stoichiometric cell, $E_{\text{VBM}}$ is the absolute position of the valence band maximum, $E_F$ is the position of the Fermi level with respect to the valence band maximum (generally treated as a parameter), and $E_{\text{corr}}(q)$ is a correction term to
account for the finite size of the supercell when performing calculations for charged defects.\textsuperscript{69} This correction term does not simply treat the charged defect as a point charge, but rather considers the extended charge distribution. The chemical potentials of all the reference elements used in our calculations are listed as follows as a function of their crystal structure and total energy per atom: N (β hexagonal close-packed structure, −8.29 eV/atom); C (diamond structure, −9.10 eV/atom); Si (diamond structure, −5.42 eV/atom); Ge (diamond structure, −4.49 eV/atom); Sn (body-centered tetragonal structure, −3.80 eV/atom); and Pb (face-centered cubic structure, −3.57 eV/atom). For diffusion studies, all defect atoms were located at the same position in the crystal lattice relative to the V\textsubscript{C} with the exception of N, which was considered at two positions such that its average position in the crystal lattice relative to the V\textsubscript{C} was the same as that of the other defect atoms.

For calculating the barriers for diffusion, we used the NEB method.\textsuperscript{70,71} The atomic positions were first relaxed in the initial and final 3 × 3 × 3 supercell configurations until the threshold of 0.01 eV Å\textsuperscript{−1} was reached. Three images between the endpoints were then constructed by linearly interpolating between the endpoints and each image was relaxed to the force threshold of less than 0.01 eV Å\textsuperscript{−1} on each atom. A spring force was set up between neighboring images such that the relaxation would occur predominantly in the direction perpendicular to the hypertangent between images thus ensuring the preservation of equal distances between images.

To fully characterize diffusion, the diffusivity, D, is given by

\[ D = v_0 d^2 e^{-\epsilon_b/k_B T} \]  

(2)

where \( v_0 = v_0(T) \) is the attempt frequency, \( d \) is the migration distance, in the case of \( V\text{\textsubscript{C}} \), equal to the nearest neighbor hop between C sites, and \( \epsilon_b \) is the activation energy barrier. From harmonic transition-state theory, we calculate the attempt frequency as\textsuperscript{72},

\[ v_0 = \frac{k_B T}{h} \prod_{j=1}^{m'} \frac{e^{-\hbar v_j'/2k_BT}}{(1 - e^{-\hbar v_j'/k_BT})} \left( \prod_{j=1}^{m} \frac{e^{-\hbar v_j/2k_BT}}{(1 - e^{-\hbar v_j/k_BT})} \right)^{-1}, \]  

(3)

where \( m, m' \) and \( v_j, v'_j \) are the corresponding number of normal modes and phonon frequencies, respectively, at the initial (I) and saddle-point (S) configurations (there is one fewer normal mode at the saddle point than at the equilibrium configuration, \( m = m' + 1 \)).

The charge at the \( V\text{\textsubscript{C}} \) was obtained using the DDEC6 method.\textsuperscript{73} These density derived electrostatic and chemical (DDEC) methods for calculating the charge assign to each atom a charge density. Such charge densities are optimized with respect to distance functions designed to respect ionic and covalent bonding and with the constraint that the sum of the atomic charge densities
equals the total charge density.\textsuperscript{74} The DDEC6 method is preferable to Bader’s quantum chemical topology (QCT) which can lead to non-nuclear attractors and thereby undefined net atomic charges (NAC).\textsuperscript{75} The DDEC6 method is an improvement from the DDEC3 approach which does not always converge to a unique solution or one that respects the symmetries of the system.\textsuperscript{73} Finally, the DDEC6 method is also preferable to such methods as the Mulliken population analysis which is not independent of the chosen basis.\textsuperscript{76}

As input to our first-principles phonon calculations which were performed using Phonopy,\textsuperscript{77} a supercell was constructed containing 64 atoms (2 × 2 × 2 multiple of the conventional unit cell) with appropriately scaled k-point grids and a cutoff energy of 500 eV. In constructing the input supercells with defects for Phonopy, the atomic positions were relaxed until the magnitude of the Hellmann-Feynman forces was smaller than $10^{-4}$ eV·Å$^{-1}$.

III. RESULTS AND DISCUSSION

A. Optimized geometries

For the structural features of diamond, we obtain $a = 3.572$ Å for the lattice constant. Our value agrees well with the experimental value of $a = 3.567$ Å\textsuperscript{78} and with a theoretical value of $a = 3.570$ Å.\textsuperscript{2} Various structural constants are defined in Fig. 1 and the values for the different color centers are presented in Table I, as obtained from our calculations and from previous theoretical investigations.\textsuperscript{2,51}

![FIG. 1. Structure of (a) NV$^-$, (b) XV$^-$ and (c) V$^-_C$ defects, with the same orientation, with distances defined corresponding to the values in Table I. Carbon atoms are indicated in brown.](image-url)
TABLE I. Structural constants $d_1$ and $d_2$ (in Å, see Fig. 1) for XV\texttextsuperscript{−} centers and corresponding values from previous work in brackets.

<table>
<thead>
<tr>
<th>XV</th>
<th>$d_1$</th>
<th>$d_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NV</td>
<td>1.80 [1.87\textsuperscript{a}]</td>
<td>1.48 [1.42\textsuperscript{a}]</td>
</tr>
<tr>
<td>SiV</td>
<td>1.98 [1.96\textsuperscript{b}]</td>
<td>2.69 [2.67\textsuperscript{b}]</td>
</tr>
<tr>
<td>GeV</td>
<td>2.03 [2.01\textsuperscript{b}]</td>
<td>2.76 [2.73\textsuperscript{b}]</td>
</tr>
<tr>
<td>SnV</td>
<td>2.10 [2.08\textsuperscript{b}]</td>
<td>2.86 [2.83\textsuperscript{b}]</td>
</tr>
<tr>
<td>PbV</td>
<td>2.15 [2.12\textsuperscript{b}]</td>
<td>2.92 [2.88\textsuperscript{b}]</td>
</tr>
</tbody>
</table>

a. From Ref.\textsuperscript{2}
b. From Ref.\textsuperscript{51}

B. Formation energies

In order to relate the barrier height as a function of charge of $V_C$ to the Fermi level we computed formation energies and charge transition levels for the defects, which are shown in Fig. 2(a). Formation energies for a representative case, the NV defect, are shown in Fig. 2(b). Our results for the formation energy of the NV defect in diamond are in good agreement with previous results\textsuperscript{2} and our results agree with the charge state of GeV found experimentally for intrinsic diamond.\textsuperscript{41}

![FIG. 2. (a) Charge transition levels shown relative to the experimental gap $E_g = 5.47$ eV\textsuperscript{79} for the unit cell with 216 atoms for $V_C$, NV, SiV, GeV, SnV and PbV. The calculated gap was $E_g^{\text{DFT}} = 4.10$ eV.
(b) Sample formation energy plot for the NV defect, from which charge transition levels are obtained.](image)

Our formation energy for the neutral $V_C$, shown in Fig. 3, of 7.00 eV is in good agreement with
values from the literature of 6.74 eV and 6.86 eV, using a 128-atom supercell with the B3LYP functional and using a 456-atom hydrogen-terminated cluster through the CRYSTAL code, respectively, or 7.01 eV and 6.99 eV using 32- and 64-atom supercells, respectively, with the HSE06 functional or 6.78 eV using Vanderbilt ultra-soft pseudopotentials with a 64-atom supercell. We note that the calculated formation energies for the \( V_C \) are consistent with experimental observations of the dependence of the GR1 color center (which has been assigned to the neutral defect) on the Fermi level in diamond. We also note that our transition levels for the \( \text{Si}V \) are in good agreement with Ref. 14 where the charge correction scheme of Lany and Zunger was used as well as the HSE06 functional with a 512-atom supercell. Given the lower order of approximation possible with the PBE functional, we miss the +1 charge state as and our transition levels are shifted slightly. Using the Kröger-Vink notation to describe a transition level, the (−|0) level is at a reduced Fermi level of 0.21 compared to 0.26 and the (2−|−) level is at a reduced Fermi level of 0.45 compared to 0.39. Thus, we assign an error to our transition levels of roughly 6% of \( E_g \).

![Formation Energy](image)

**FIG. 3.** Formation energy for the most stable charge state of the \( V_C \) as a function of the normalized Fermi level. Vertical dotted lines indicate transitions between charge states.

### C. Diffusivity of isolated \( V_C \) in diamond

We now turn to the formation of complexes of the \( V_C \) with XV color centers in diamond. The first step in our model calculation is to compute the barrier height of diffusion for an isolated \( V_C \) in diamond as a function of the charge state of the vacancy \( q \). We used the NEB method to compute the lowest energy diffusion pathway for an isolated \( V_C \) in diamond and then calculated
the barrier height ($E_{b}^{(V_{C})}$) for that particular lowest energy pathway. We then hypothesized that this barrier height would also depend upon the charge state of the isolated $V_{C}$. To test our hypothesis we performed a model calculation in which we computed the barrier height for diffusion of the $V_{C}$ as a function of the charge state of the vacancy, $q$. It is important to realize that in our actual DFT calculation we cannot directly alter the charge state of the $V_{C}$ in diamond. We can, however, modulate the total charge of the supercell which contains the isolated $V_{C}$ and this total charge is redistributed throughout the supercell as a result of the DFT calculation. We used the DDEC6 method (see Section II) to compute the charge state of the $V_{C}$ for a particular choice of the total charge of the supercell which contains the isolated $V_{C}$ (we chose nine different values for the total charge of the system from $-6e$ to $+2e$). We note that our barriers for the neutral isolated $V_{C}$ and the isolated $V_{C}^{-}$ of about 2.6 eV and 3 eV, respectively, are in good agreement with other theoretical values of 2.6 eV and 3.5 eV.² Our results for the barrier height for an isolated $V_{C}$ in diamond as a function of its charge state $q$ are illustrated in Fig. 4.

FIG. 4. Charge dependence of the barrier $E_{b}^{(V_{C})}$ for diffusion for the isolated $V_{C}$ (black open circles) in diamond. The lines between data points are a guide to the eye.

The V-shaped behavior of the barrier as a function of charge can be interpreted to first-order using very simple chemical and physical ideas. Starting at the right-hand side of Fig. 4 and moving towards the left corresponds to increasing the Fermi level of the host material. From a practical point of view this can be accomplished by doping diamond with electrons thus making more electrons available in the conduction band. These excess electrons are now available to the $V_{C}$ and stabilize the dangling bonds surrounding it. This results in a lower barrier height since the presence of the passivating charge reduces the energy required to break and reform chemical bonds during the diffusion of $V_{C}$ throughout the diamond host material. As the Fermi level is increased further, a point is reached where the $V_{C}$ becomes saturated with charge and it can no
longer acquire more electrons to passivate the neighboring dangling bonds. The excess charge interacts with the charge around the $V_C$ and the ensuing Coulomb repulsion causes an increase in the diffusion barrier height. In summary, our model calculation shows that the charge of the $V_C$ must be taken into account to determine how easy or hard it is for the defect to diffuse. This barrier height is implicitly a function of the Fermi level of the host semiconductor material since the expected charge state depends on the Fermi level position which can be altered either by doping or through the application of an external bias.

In the high-temperature limit, we obtain an attempt frequency $\nu_0 = 6.4 \times 10^{13}$ s$^{-1}$ for the neutral vacancy and a higher value of $\nu_0 = 16.2 \times 10^{13}$ s$^{-1}$ near a DDEC6 charge of $-1e$ for the vacancy, as expected from consideration of phonons traveling through an ionized medium.\textsuperscript{86} At 1200 °C, using $d = 1.6$ Å, we find a diffusivity of $2.4 \times 10^{-15}$ m$^2$·s$^{-1}$ for the neutral state using a barrier of 2.6 eV, corresponding to a diffusion length of 49 nm·s$^{-1}$, and a diffusivity of $2.6 \times 10^{-16}$ m$^2$·s$^{-1}$ for the $-1$ charge state using a barrier of 3.0 eV, corresponding to a diffusion length of 16 nm·s$^{-1}$. Thus, diffusion is important in these systems for high temperature annealing.

D. Diffusivity of $V_C$ in the presence of XV color centers in diamond

We next investigate the ease of diffusion of $V_C$ if it is placed near a XV color center. To address this question we used a simple model in which both the $V_C$ and the XV color center are placed in a $3 \times 3 \times 3$ supercell in such a manner as to maximize the distance between them by taking into account the periodicity of the supercell. Once this distance is determined we calculated the barrier height of diffusion for the $V_C$ in the presence of the stationary XV color center ($E_b^{(XV)}$). As previously discussed in Section III-C for the isolated $V_C$, we expect this barrier height to depend on the charge state. The total charge in the supercell containing both the XV and the $V_C$ was varied from $-6e$ to $+1e$ and these results are shown in Fig. 5.

The barrier height for $V_C$ in the presence of XV as a function of the charge state of the $V_C$ also has a characteristic V-shaped behavior which is similar to that of the isolated $V_C$ for the reasons previously discussed, but it is always higher than that of the isolated $V_C$. This can be explained by the fact that the XV acts as a dopant, more precisely an as acceptor, and it removes charge from the local environment of the $V_C$, thus making it harder to passivate the dangling bonds surrounding the $V_C$ as it diffuses. The net effect is that the diffusion barrier height for the $V_C$ is increased in the presence of the XV.
FIG. 5. Charge dependence of the barrier $E_b^{(V_C)}$ for diffusion of the isolated $V_C$ (black open circles) and (colored dots) in the presence of (a) NV, (b) NV', (c) SiV, (d) GeV, (e) SnV, and (f) PbV. The barrier heights for $V_C$ near these six latter species are $E_b^{(XV)}$ where X is a particular element. The horizontal axis is the charge on the $V_C$. For NV', the positions of the vacancy and the N atom have been switched to investigate the effect on the barrier of the orientation of the NV. The lines between data points are a guide to the eye. The curves at the bottom of each plot are the differences between the two barriers $\Delta E_b^{(XV)} = E_b^{(XV)} - E_b^{(V_C)}$. For the NV (NV'), the total charge values were extended down to $-8e$ and $-7e$, respectively.
The results of Fig. 5 appear to suggest that carbon vacancies should tend to get stuck as they attempt to approach the $X_V$, as a higher barrier for diffusion at a given location implies that it is harder to move away from that given location, and more so as the charge becomes more positive. In Section III E, we provide calculations of the thermodynamics of the relevant systems which outline how isolation of color centers is favored under certain conditions.

We have considered the effect of increasing the size of the supercell from a $3 \times 3 \times 3$ multiple to a $4 \times 4 \times 4$ multiple of the conventional unit cell which corresponds to an increase in the distance between defect species from 7.62 Å to 9.18 Å (a change of about 20%). These larger supercells did not produce any qualitative changes in the observed trends. The results nonetheless warrant some further discussion as for the case of the $4 \times 4 \times 4$ supercells, where the different defect species were placed slightly farther away from each other (and from their periodic images, as well), we found significantly higher barriers to diffusion for the cases with nonzero total charge than in the $3 \times 3 \times 3$ case. We explain this effect by noting that as defects approach one another their orbitals hybridize thus resulting in lower energies. Having explored the limiting cases of infinite distance between the species (the isolated case) and minimal distance between the species (discussed below) and two intermediate cases, we can conclude that the barrier for diffusion of the $V_C$ depends on distance in the following manner: It increases from roughly zero as the distance between the species is increased until it reaches a maximum when the species are at the minimum distance where they no longer experience hybridization of orbitals, and then decreases until the barrier reaches the value for the isolated $V_C$.

E. Thermodynamics of forming complexes of $X_V$ and $V_C$

We now determine the result of the reaction once a $V_C$ in diamond reaches a color center (or is a small, but finite, distance away from one) since, as our calculations show, the $V_C$ defects are quite mobile and can diffuse easily throughout the crystal. Based on the respective formation energies from our calculations, a $V_C$ in close proximity to a color center is quite stable as compared to the case when the two constituents are isolated (a sample complex is shown for one of the heavier color centers, the GeV, in Fig. 6).

To understand whether, for example, a $V_C$–GeV complex will spontaneously form if the GeV and $V_C$ species are brought very close together in the crystal, we compare the formation energy of the $V_C$-GeV complex with the formation energy of a system consisting of the two isolated $V_C$ and
FIG. 6. Structure of the $V_C$ defect (left), the isolated GeV center (middle) and the $V_C$–GeV complex (right). Carbon atoms are indicated in brown and the Ge atom in blue. The associated charge density for the $V_C$–GeV complex is shown to indicate where bonds are formed.

GeV species for the reaction below

$$V_C + \text{GeV} \rightarrow V_C - \text{GeV}.$$  \hspace{1cm} \text{(4)}

Thermodynamically, if the formation energy of the system consisting of the two isolated species is higher than that of the complex, it follows that the complex should form spontaneously. Thus, the quantity of interest is $\Delta E_f$ for the $V_C$-GeV complex relative to the isolated GeV and $V_C$ species,

$$\Delta E_f = E_{f}^{V_C - \text{GeV}} - E_{f}^{V_C} - E_{f}^{\text{GeV}},$$  \hspace{1cm} \text{(5)}

where $E_{f}^{V_C - \text{GeV}}$, $E_{f}^{V_C}$, and $E_{f}^{\text{GeV}}$ are the formation energies of the respective species indicated by the superscripts. The calculation of this difference is complicated by the fact that the formation energies on the right side of Eq. 5 also depend on the charge states for the individual species. Specifically,

$$E_{f}^{V_C} = E_{f}^{V_C}(q_{V_C})$$  \hspace{1cm} \text{(6)}

$$E_{f}^{\text{GeV}} = E_{f}^{\text{GeV}}(q_{\text{GeV}})$$  \hspace{1cm} \text{(7)}

$$E_{f}^{V_C - \text{GeV}} = E_{f}^{V_C - \text{GeV}}(q_{V_C - \text{GeV}})$$  \hspace{1cm} \text{(8)}

so that Eq. 5 becomes

$$\Delta E_f = E_{f}^{V_C - \text{GeV}}(q_{V_C - \text{GeV}}) - E_{f}^{V_C}(q_{V_C}) - E_{f}^{\text{GeV}}(q_{\text{GeV}}).$$  \hspace{1cm} \text{(9)}
Our goal is to calculate $\Delta E_f$ using Eq. 9. The term $E_f^{VC}(q_{VC})$ is evaluated as follows. For a fixed value of $E_F$ one simply calculates the formation energy for all charge states $q$ using Eq. 1 and takes the lowest value. The same procedure is applied for the GeV and the $V_{C-GeV}$. Let $q_{VC}^*$ be the charge state of the $VC$, $q_{Geom}^*$ be the charge state of the GeV, and $q_{VC-Geom}^*$ be the charge state of the $V_{C-GeV}$ after this first step. There is no reason why this first step should lead to charge conservation in Eq. 4 as the two isolated species and the complex will necessarily form distinct bonding structures, which suggests different chemical behavior. Indeed, in general $q_{VC-Geom}^* \neq q_{VC}^* + q_{Geom}^*$. To rectify this imbalance, we add free electrons or holes to Eq. 4. By analogy to the case of a binary compound AB where one must consider A-rich and B-rich preparation conditions in calculating the formation energy of defects, we determine whether to add free electrons or holes to the left or the right side of Eq. 4 by considering regimes where no energy is injected into the system (energy poor) or where the supply of energy is inexhaustible (energy rich). If no energy is injected into the system, the additional electrons or holes must go to the right side of Eq. 4, while if the supply of energy is inexhaustible the additional electrons or holes go to the left side of Eq. 4. We note that the procedure of adding free electrons or holes may reorder the formation energies, changing the species charge state corresponding to the minimum formation energy for the system. Thus, if we consider for example the regime where no energy is injected into the system, we need to consider all charge states of the $V_{C-GeV}$ from $q_i = q_{VC-Geom}^*$ to $q_i = q_{VC}^* + q_{Geom}^*$ with the appropriate addition of free electrons or holes such that charge is always conserved in the reaction. We then calculate the formation energy of the corresponding systems and take the minimum of these energies. The procedure therefore ensures charge conservation and that only the thermodynamically favored systems or lowest energy systems are considered.

We note that an energy poor forward reaction corresponds to the same set of formation energies as an energy rich reverse reaction and, similarly, an energy rich forward reaction is equivalent to an energy poor reverse reaction. Thus, if the system is energy poor the forward reaction is modeled with the energy poor forward reaction and the reverse reaction is modeled with the energy rich forward reaction. We argue that no ambiguity ensues regarding the results of the reaction as follows. Given an energy poor forward reaction where the products have energy higher than the reactants, the reaction should not proceed and there is no need to worry about whether the reverse reaction is energy rich or energy poor. If not, then the reaction will proceed. Indeed, if in the energy poor forward reaction the forward reaction product is of lower energy than the forward reaction reactants, it will necessarily be so in the energy rich forward reaction as well. Also, if the energy
difference is quite great it may even be more correct to model the reverse reaction as an energy rich reaction so again there is absolutely no ambiguity. We then come to the question of energy rich reactions. If the reaction is energy rich and there is a sign flip in the difference in formation energies for the reaction when considering the energy poor counterpart (which is equivalent to the energy rich reverse reaction), then we would expect both forward and reverse reactions to occur (which is indeed exactly what we should observe if the system has enough energy).

Let us generalize our discussion from the case of Ge to XV and let \( q_3 = q_{VC-XV}^* \), \( q_2 = q_{XV}^* \) and \( q_1 = q_{VC}^* \). Formally, for a given value of the Fermi level in energy poor conditions, let

\[
E_{f_0}^{(VC-XV)} = \min_{q_3} \left[ E_f^{(VC-XV)}(q_3) \right] + [q_3 - (q_1 + q_2)] \cdot (E_{CBM} - E_F) \quad (10)
\]

where we are minimizing over the variable \( q_3 \) in the first term (yielding the charge state labeled in the same way), the last term is included to ensure charge conservation for the case \( q_3 > q_1 + q_2 \) by adding the energy of \( q_3 - (q_1 + q_2) \) free electrons to the right side of Eq. 9 and \( E_{CBM} \) is the absolute position of the conduction band minimum, or

\[
E_{f_0}^{(VC-XV)} = \min_{q_3} \left[ E_f^{(VC-XV)}(q_3) \right] + [(q_1 + q_2) - q_3] \cdot (E_F - E_{VBM}) \quad (11)
\]

where the last term is included to ensure charge conservation for the case \( q_3 < q_1 + q_2 \) by adding the energy of \( (q_1 + q_2) - q_3 \) free holes to the right side of Eq. 9. In energy rich conditions, let

\[
E_{f_0}^{(VC+XV)} = \min_{q_1,q_2} \left[ E_f^{(VC)}(q_1) + E_f^{(XV)}(q_2) \right] + [(q_1 + q_2) - q_3] \cdot (E_{CBM} - E_F) \quad (12)
\]

where we are minimizing over \( q_1 \) and \( q_2 \) in the first term (yielding similarly labeled charge states) and the last term is included to ensure charge conservation for the case \( q_3 < q_1 + q_2 \) by subtracting the energy of \( (q_1 + q_2) - q_3 \) free electrons from the right side of Eq. 9, or

\[
E_{f_0}^{(VC+XV)} = \min_{q_1,q_2} \left[ E_f^{(VC)}(q_1) + E_f^{(XV)}(q_2) \right] + [q_3 - (q_1 + q_2)] \cdot (E_F - E_{VBM}) \quad (13)
\]

where the last term is included to ensure charge conservation for the case \( q_3 > q_1 + q_2 \) by subtracting the energy of \( q_3 - (q_1 + q_2) \) free holes from the right side of Eq. 9. Given possible reordering of the formation energies with the addition of free electrons or holes, let \( i = 0, ..., \max[q_3 - (q_1 + q_2), 0] \) and consider,

\[
E_{f_i}^{(VC-XV)} = E_f^{(VC-XV)}(q_3 - i) + [q_3 - i - (q_1 + q_2)] \cdot (E_{CBM} - E_F) \quad (14)
\]

or let \( i = 0, ..., \max[[(q_1 + q_2) - q_3], 0] \) and consider,

\[
E_{f_i}^{(VC-XV)} = E_f^{(VC-XV)}(q_3 + i) + [(q_1 + q_2) - i - q_3] \cdot (E_F - E_{VBM}) \quad (15)
\]
for energy poor conditions. For energy rich conditions, let \( i = 0, \ldots, \max ((q_1 + q_2) - q_3, 0) \) and consider,

\[
E_{f_i}^{(V_C+XV)} = \min_{q_1' + q_2' = q_1 + q_2 - i} \left[ E_f^{(V_C)}(q_1') + E_f^{(XV)}(q_2') \right] + \left[ (q_1 + q_2) - i - q_3 \right] \cdot (E_{CBM} - E_F) \tag{16}
\]

where we are now minimizing over the variables \( q_1' \) and \( q_2' \) in the first term or let \( i = 0, \ldots, \max [q_3 - (q_1 + q_2), 0] \) and consider,

\[
E_{f_i}^{(V_C+XV)} = \min_{q_1'+q_2'=q_1+q_2+i} \left[ E_f^{(V_C)}(q_1') + E_f^{(XV)}(q_2') \right] + \left[ q_3 - i - (q_1 + q_2) \right] \cdot (E_F - E_{VBM}). \tag{17}
\]

To ensure we have the lowest energy, for energy rich conditions we take

\[
\epsilon_i^{(V_C+XV)} = \min_i \left[ E_{f_i}^{(V_C+XV)} \right],
\]

\[
\epsilon_i^{(V_C-\text{\text{XV})}} = E_{f_i}^{(V_C-\text{\text{XV})}}(q_3). \tag{18}
\]

For energy poor conditions we take

\[
\epsilon_i^{(V_C-\text{\text{XV})}} = \min_i \left[ E_{f_i}^{(V_C-\text{\text{XV})}} \right],
\]

\[
\epsilon_i^{(V_C+XV)} = E_f^{(V_C)}(q_1) + E_f^{(XV)}(q_2), \tag{20}
\]

where a dependence on the Fermi level is implied. Using Eqs. 18–21 ensures both charge conservation and the consideration of only the thermodynamically favored products and reactants. We have analogously also calculated the quantity \( \epsilon_i^{(V_C-\text{\text{XV})}} \) for the separation of \( V_C \) and \( XV \) by a finite distance.

In Fig. 7 we show the formation energy results for various \( V_C-XV \) complexes. These results show that the \( V_C \) easily forms complexes with the \( XV \) for most Fermi level values, ultimately depleting the yield of isolated \( XV \) color centers in diamond. We note that this spontaneity of complex formation assumes that the two species move from infinity to minimal separation without passing through any intermediate separation distances. We have only displayed results for the limiting regime where no energy is injected into the system, as that regime demonstrates the best chance of not forming complexes. The limiting regime where the supply of energy is inexhaustible has uniformly higher formation energies for the system consisting of the separated \( XV \) and \( V_C \) than for the system of the \( XV - V_C \) for all species \( X \) and all values of the Fermi level. We explain the propensity to form complexes by the fact that hybridization is generally energetically favorable process, though, for the atoms with fewer electronic orbitals such as Si and Ge, the bonding
FIG. 7. Formation energy $\epsilon_f^{(V_C-XV)}$ for the $V_C-XV$ complex (solid lines), $\epsilon_f^{(V_C+XV)}$ for $V_C$ and $XV$ separated by an infinite distance (dashed lines) and $\epsilon_f^{(V_C--XV)}$ for $V_C$ and $XV$ separated by a finite distance (dotted lines), for (a) $X = N$, (b) $X = Si$, (c) $X = Ge$, (d) $X = Sn$, (e) $X = Pb$. Vertical dotted lines indicate transitions between charge states. Formation energies are shown for the regime where no energy is injected into the system. The inexhaustible supply of energy regime is not displayed.

Orbitals do not appear to be extended enough to support the formation of complexes once they have already been saturated with sufficient negative charge (a non-intuitive result as one might expect complexes to always form). This inability to support the formation of complexes for high Fermi level values is reflected in the fact that the solid lines jump above the dashed lines in Fig. 7(b) and (c). The significantly larger electronegativity of nitrogen explains its ability to continue forming complexes at high Fermi level values despite having few electronic orbitals.

Given that the two species must pass through intermediate distances in approaching one another to minimal separation from infinity, in Fig. 7 we have also explored the case of finite separation by a distance of 7.62 Å (the maximum separation between defects in a $3 \times 3 \times 3$ supercell). We emphasize that it is the difference between the lines of interest and the dashed lines in a given plot that is physically relevant to the process of the XV and $V_C$ approaching each other to some distance given the existence of the XV and $V_C$ species at infinity. We find a very intuitive result which may explain why we can actually experimentally observe isolated charged color centers. The result is that for Fermi level values corresponding to two similarly charged species, the energy associated with the system of the two species increases as the two species approach the finite separation.
from infinity. We can understand this result by recognizing the influence of repulsion of similarly charged species. Indeed, for Fermi level values where one or both of the species are neutral, the energy is no longer higher as the two species approach the finite separation from infinity. As above, we expect the energies to increase up until the minimum distance where hybridization of orbitals is no longer experienced and then decrease thereafter, other than when one or more of the species is neutral in which case polarization effects must be taken into account. Based on Fig. 5, the fact that the $V_C$ are more likely to get stuck as they approach the color center for low Fermi level values and thus be impeded in further motion may explain the ability to form neutral color centers despite thermodynamic results suggesting the contrary. Given that the justification for the $V_C$ getting stuck relates to the removal of the charge needed to passivate dangling bonds as the $V_C$ diffuses, the isolation of negatively charged color centers near neutral $V_C$ should not be as favored as the isolation of neutral color centers near neutral $V_C$ since the negatively charged color centers could donate electrons to passivate the $V_C$ during diffusion.

F. The effect of $V_C$ on acoustic phonons

We finally turn to the question of how best to deal with a mechanism that can be detrimental to the performance of $XV^-$ color centers in diamond, namely the effect of acoustic phonons. As the mass of the X element in a $XV^-$ color center is increased in going from Si to Ge to Sn, and finally to Pb, the enhanced spin-orbit coupling of the heavier elements causes a larger energy level splitting in the ground state.\(^{34}\) This observation is relevant as it is well known that acoustic phonons can interact with the lighter $XV^-$ color centers on the energy scale of the ground state or orbital splitting frequency thus disrupting the coherence times of the spin states of these $XV^-$ color centers at higher temperatures.\(^{19,23}\) Any proposal to increase the spin coherence time of color centers must clearly address the matter of the prevalence of acoustic phonons in the host material. It has been suggested that by decreasing the phonon density of states (PDOS) $g(\omega)$ about the orbital splitting frequency of $XV^-$ color centers, one can enhance their spin coherence times.\(^{19}\) For the $XV^-$ color centers under investigation, these frequencies lie below 2.5 THz\(^{19,34,49,87,88}\).

Let us consider a simple model in which we propose a way to decrease the number of acoustic phonons in the bulk material by modulating the $V_C$ density in the host material. We will first show that for a simple cubic lattice the PDOS is proportional to the inverse of the primitive unit cell volume $V_{pc}$ as the frequency goes to zero. Explicitly, using the Debye model for a 3D crystal, the
PDOS per unit volume $\tilde{g}(\omega)$ is\textsuperscript{89,90}

$$\tilde{g}(\omega) = \frac{3}{2\pi^2} \frac{\omega^2}{v^3},$$

(22)

where $v = \omega_D \left( \frac{\Omega}{2\pi^2 N_{ph}} \right)^{1/3}$ is the speed of sound, $\omega_D$ is the Debye frequency, $N_{ph}$ is the number of available acoustic phonon modes ($N_{ph} = 3N$, where $N$ is the number of primitive unit cells in the crystal), and $\Omega$ is the volume of the crystal. Upon multiplying Eq. 22 by the volume of the crystal $\Omega$, we obtain an expression for the PDOS,

$$g(\omega) = 9N \frac{\omega^2}{\omega_D^3}.$$  

(23)

Since the number of primitive unit cells, $N$, is inversely proportional to $V_{pc}$ for a fixed crystal size, we have proved our desired result. We note here that such an approximation is valid for small frequencies, where the phonon dispersion relation can be approximated as linear.

Then, if the size of the primitive unit cell can be increased relative to the size of the crystal, the density of phonons for low frequencies would decrease. A simple way to increase $V_{pc}$ would be to have a diamond lattice with a very small but nonzero number of defects. As the color center already constitutes one defect, the ideal scenario would be to have no $V_C$. Essentially, if the number of defects were zero, the unit cell would reduce to the proper unit cell of diamond, but if there is a single defect in the crystal, the unit cell should then increase to the size of the crystal. Roughly speaking, for uniformly distributed defects in the crystal the size of the unit cell should be about the size of the crystal divided by the number of defects and the phonon density of states near zero frequency should then increase or decrease correspondingly. In a different problem entirely equivalent to the one discussed here, it has been shown that the waves scattered off a system with subwavelength patterning can be solved with good accuracy by modeling each region of the system as one being reproduced periodically throughout the system, solving for the waves from that region, and then stitching the solutions together.\textsuperscript{91} We therefore argue that the phonon behavior should be determined to acceptable accuracy based on local densities of defects in the physically realized systems.

In Fig. 8, using the Phonopy code,\textsuperscript{77} we investigate the effect of changing the density of the $V_C$ in the diamond lattice on the PDOS by considering five different 64-atom supercells of varying defect densities: a supercell with no vacancies, two distinct supercells each containing 16 vacancies located in two different configurations, a supercell with 8 vacancies, and a supercell with 1 vacancy. For the supercell with 1 vacancy (green), the vacancy was placed at the carbon
site located at (0, 0, 0) in the supercell. For the supercell with 8 vacancies (red), the vacancies were generated by placing a vacancy at the carbon site located at the (0, 0, 0) position of the conventional unit cell of diamond which was then periodically repeated throughout the supercell to generate all eight vacancies. As a representative test of the idea that it is indeed the size of the smallest effectively periodic unit that affects the PDOS, we also created two supercells with 16 vacancies. In one, the vacancies were placed at the carbon sites located at (0, 0, 0) and (0.25, 0.25, 0.25) (purple) positions of the conventional unit cell of diamond and in the other the vacancies were placed at the carbon sites located at (0, 0, 0) and (0.5, 0.5, 0) (gold) positions of the conventional unit cell of diamond, both in units of the lattice constant of the conventional unit cell. These two conventional unit cells were then periodically repeated throughout the supercell to generate two distinct configurations of 16 vacancies. We see that the phonon density of states is effectively zero at low frequencies for the smallest nonzero defect density \( \frac{1}{V_{\text{supercell}}} \) and increases as the density of defects is increased. The pronounced increase for a curve corresponding to \( \frac{16}{V_{\text{supercell}}} \) (in gold) over the other curve corresponding to \( \frac{16}{V_{\text{supercell}}} \) (in purple) is due to the following effect: For the latter structure, the second vacancy in a conventional unit cell was placed as close as possible to the first vacancy resulting in very little change in the effective periodicity of the cell, while for the former structure it was placed as far as possible from the first vacancy, thus roughly halving the conventional unit cell along certain directions with a corresponding increase in the phonon density of states at low frequencies.

In Fig. 9, again using the Phonopy code,\(^7\) we have examined the phonon density of states using a supercell consisting of either a single Si\(V^-\) or a single Ge\(V^-\). We propose to use the results of Fig. 9 to explain the fact that the Ge\(V^-\) has a spin coherence time equal to or less than that of the Si\(V^-\) despite having a larger ground state splitting.\(^9\) Given that the systems we are dealing with consist of electronic spins, for a total spin \( S \), the corresponding system will involve a number of entangled electrons \( n_e \) at least equal to \( 2S \). Thus, since the Larmor frequency is inversely proportional to the mass of the system, under an external field the spin of the system will precess with a Larmor frequency suppressed by a factor of \( n_e m_e \), where \( m_e \) is the mass of the electron. As the total spin increases, \( n_e \) increases implying that the spin will rotate out of phase more slowly. Indeed, Childress \textit{et al.}\(^9\) found suppressed decoherence when NV\(^-\) spins were entangled with the much more massive \( ^{13}C \) nuclear spins. One might then imagine that for systems with the same total spin and the same environment, the bulk of the difference in the spin coherence time might be explained by deferring to ground state splitting. However, as alluded to above, this explanation
does not work for the SiV− and GeV−. We make a further simple observation that for a field that is periodically varying with frequency $\omega_B$, the change in the angle of the spin with time will be suppressed by a factor of $\omega_B$, obtained by integrating the expression for the Larmor frequency. Thus, the fluctuating fields associated with phonons with high enough frequencies will be unable to rotate the color center spin completely out of phase, suggesting we should predominantly consider the low frequency regime in comparing the GeV− and SiV− phonon densities. Indeed, in that regime, GeV− has a higher phonon density than SiV− which we propose would explain its equal or shorter spin coherence time despite the larger ground state splitting.

![Graph showing phonon density of states for various V_C concentrations and positions in the diamond lattice](image)

FIG. 8. Phonon density of states for various V_C concentrations and positions in the diamond lattice, as described in the text. The labels of the various curves correspond to the number of V_C defects in a 64-atom supercell. For supercell configurations that have a nonzero density of V_C and that have the V_C roughly uniformly distributed in the supercell, we observe an increase in the PDOS at low frequency as the density is increased. The primed number indicates a configuration where the distribution of V_C deviated significantly from uniform.

IV. CONCLUSIONS

Single carbon vacancies can have a deleterious effect on the spin and optical properties of isolated Group IV color centers (XV) in diamond, where X = Si, Ge, Sn, and Pb and V is a carbon vacancy. In an effort to understand the thermodynamics and kinetics of how a single carbon vacancy-XV complex (V_C−XV) is created, we used DFT to compute the formation energies and charge transition levels for both V_C and each the four individual Group IV color centers, the diffusion barrier height $E_b^{(V_C)}$ for isolated V_C, and the diffusion barrier $E_b^{(XV)}$ for V_C in the proximity in
FIG. 9. Difference between the phonon density of states for a $3 \times 3 \times 3$ supercell system containing a single Si$V^-$ and for stoichiometric diamond (green) and for a $3 \times 3 \times 3$ supercell system containing a single Ge$V^-$ and for stoichiometric diamond (blue). One notes that for the low frequencies (until roughly 10 THz), the Ge$V^-$ curve is consistently higher than the Si$V^-$ curve.

each of these four XV color centers. We have also demonstrated the dependence of both $E_b^{(V_C)}$ and $E_b^{(XV)}$ on the Fermi level of the host diamond material and have computed the formation energy for a $V_C-XV$ complex while conserving charge. All of this information can be used as an experimental guide on how to dope or apply an electric bias to samples in order to reversibly tune the Fermi level to the appropriate regime where diffusion of $V_C$ towards a given color center would be impeded or rendered energetically unfavorable for the formation of a $V_C-XV$ complex. By better isolating color centers from the $V_C$ defects and thus reducing the prevalence of acoustic phonons, we expect that the spin coherence times for XV color centers would be enhanced. Finally, we note that all of these results involving XV color centers are applicable to NV centers in diamond.
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